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SUGGESTED METHODS AND STANDARDS FOR TESTING AND
VERIFICATION OF ELECTROMAGNETIC BURIED OBJECT DETECTORS

William L. Cans, Richard G. Geyer, and Wilfred K. Klemperer
National Institute of Standards and Technology

Boulder, Colorado 80303

This is an interim report to sponsor on work performed by NIST
personnel from January 1, 1985, to September 30, 1988. A brief
overview of the theory of the electromagnetic properties of soils
is presented, followed by an equally brief review of existing
technologies for the detection of buried objects using
electromagnetics. Suggested methods are then presented for
realizing adequate target and soil standards and for testing
procedures for buried object detectors that use these standards.
Suggested instrumentation methodologies for verifying
(calibrating) the target and soil standards are also presented
along with an appendix containing reprints of selected relevant
papers and an extensive bibliography.

Key words: buried object; conductivity; electromagnetic
detection; mine; mine detector; permeability; permittivity; remote
sensing.

1. INTRODUCTION

The purpose of this interim report is to provide documentation to U.S.

Army Belvoir Research, Development and Engineering Center personnel describing

the work performed by the National Institute of Standards and Technology under

contract. This introduction summarizes the original work statement and

contains a very brief description of the contents of the remaining chapters of

this report.

Original Work Statement

The original work statement defining the tasks to be performed over

approximately a four year period by NIST for the U.S. Army Belvoir Research,

Development and Engineering Center is outlined below.
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Phase I.

I. Create a joint National Academy" of Sciences-NIST-U.S. Arny review panril to

review, annually, the work performed by NIST.

2. Review information provided by the Army pertaining to past and present

mine dEtection systems, measurement methods, and standards, as necessary.

. Provide the Army a suggested selection of standard test targets arid soil

backgrounds.

4. Provide the Army a preliminary set of definitions, parameters to be

controlled, and standard test conditions.

5. Investigate the possibility of developing a performance effectiveness

measure for mine detectors.

Phase II.

1. Recommend a final set of standard test targets.

2. Recommend a final set of standard test soils.

3. Recommend a set of measurement methods to ensure replication of test

conditions.

14. Formulate (if possible) a definitive set of effectiveness measures.

Phase III.

]. Specify a measurement system to ensure standard test conditions.

2. Provide an error estimate for the measurement process.

Phase IV.

1. Provide initial guidance, training, and technology transfer.

What follows is a brief description of the contents of the remaining

chapters of this report.
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Chapter II contains a comprehensive review of the existing theory of the

int,,irction of electromagnetic fields and materials relevant to soils and mine

dot ,Ct.[on.

Chapter III contains selected information relative to NIST's review of

present technology. Of particular interest is a brief review of Dr. David

Hill's significant theoretical contributions to this project.

Chapter IV contains the results of NIST's studies and work on target

strindar-ds and Chapter V contains the results of NIST's studies and work on

soil standards.

Chapter VI contains the results of NIST's studies and work on test

instrumentation and procedures required for calibrating standard soils and

t*argets.

Chapter VII contains the results of NIST's studies and work on objective

measures of detector performance, both detector-based and target-based.

Chapter VIII, finally, contains NIST's recommendations for future work

necessary to complete this project.

Along with the references cited at the end of each chapter, there are a

complete bibliography after Chapter VIII and a number of technical appendices.

Also, the draft reports of work performed by Dr. Richard Geyer, under separate

covers, are part of NIST's overall interim report to the Army.
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II. ELECTROMAGNETIC CHARACTERISTICS OF RELEVANT MATERIALS

A. Physical Concepts Governing Electromagnetic Behavior

Any material is electromagnetically characterized by its permittivity, E,

in farads/meter (F/m), magnetic permeability, A, in henries/meter (H/m), and

electrical conductivity, a, in siemenses/meter (S/w). Maxwell's equations,

together with the constitutive equations relating field quantities in terms of

material properties, completely govern electromagnetic wave propagation and

behavior in that medium. Therefore, the use of electromagnetic energy to

detect buried objects must involve detecting differences between the object

and the surrounding medium in one or more of the above quantities.

The constitutive equations for a linear, homogeneous, and isotropic

medium may be expressed in the frequency domain as

J = aE (2.1)

and D = CE

where B i the magnetic flux density (webers/meter2 or Wb/m2 ) related.I to the

magnetic field intensity, H (amperes/meter or A/m), by the magnetic permea-

bility; J is the current density (amperes/meter2 or A/m2 ) related to the

electric field intensity, (volts/meter or V/m), by the conductivity; and D is

the electric flux density, (coulombs/meter2 or C/m 2) related to the electric

field by the permittivity. Any deviation from linearity is usually included

by making E, ju, or a field dependent. For anisotropic media, E, U, and/or a

become 3 x 3 tensor matrices as opposed to constants or scalar functions of

frequency.

The solution of Maxwell's equations yields all of the quantities that

describe the propagation of electromagnetic waves in terms of the propagation

constant. k, where

k2 = w(e - jo) (2.2)
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In general, the constituent electrical properties may be written as

complex quantities; that is,

E - ' - je" ,

a - o' + jU" , (2.3)

and p - A' - "

The imaginary part of the propagation constant contains all necessary

information about energy loss in a material medium during wave propagation.

If, for the moment, magnetic properties are ignored, we may consider only the

complex forms of E and a in eq. (2.2):

W(C' jE") - j(o' + ja") - (a" + WE') j(a' + WE") (2.4)

Here (wE' + a") may be considered an effective permittivity and (a' + wE") as

an effective conductivity. The (a' + ja") physically represents carrier

transport due to Ohmic and Faradaic diffusion mechanisms, whereas the

(E' - jE") represents dielectric relaxation mechanisms. The loss tangent is

defined from eq. (2.4) as

tan 6 = tan (V + 1) .o+'+ WE" (2.5)
2 a"1+ we',(25

where 0 is the phase angle between E and J. If there are no dielectric

losses, E" - 0. Similarly, if there are no Faradaic diffusion losses, a" = 0.

Hence,

tan 6 _o (2.6)
WE'

which describes physically the Ohmic losses.

What follows in this chapter is a detailed discussion of the dielectric

and magnetic properties of those materials relevant to this project.
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B. Dielectric Polarization Mechanisms

We can describe the dielectric properties of a material by the complex

dielectric constant, E - E' - jE", where E' contains all the information about

energy storage and E" contains all of the information about energy loss (both

Ohmic and dielectric losses) in the material during wave propagation. The

relative dielectric constant, or relative permittivity, of a soil is the

permittivity of the soil normalized with respect to the permittivity of a

vacuum, E0.

The quantity E' is a measure of the amount of polarization in the

material. There can be a number of different polarizing mechanisms present;

each has a characteristic relaxation frequency and an associated dielectric

dispersion centered around this relaxation frequency. Figure 2.1 illustrates

the dispersions of dielectric constant and conductivity that are observed in

matprials in the frequency range of 10 3 to 10'- Hz. At the highest frequen-

cies, the polarizing species in a material are the electrons. Electronic

polarization occurs when an applied electric field causes a net displacement

of the electron cloud of an atom with respect to its nucleus. At frequencies

below about 1013 Hz, there is also a contribution from atomic polarization.

Atomic polarization occurs in structures (molecules or solutions, for example)

in which atoms do not share electrons equally and electric fields displace the

electron clouds preferentially towards the stronger binding atoms. It also

occurs when charged atoms are displaced with respect to each other. Dipolar

polarization, that is, the orientation of polar molecuLes (molecules with

asymmetric charge distributions), occurs at frequencies below about 10"0 Hz

[2.11.

At frequencies below about 10 Hz, various types of charge polarizations

occur which may be collectively referred to as Maxwell-Wagner mechanisms

[2.2, 2.3]. One of these, interfacial (space-charge) polarization, occurs

when migrating charge carriers are trapped or impeded in their motion by local

chemical or electric potentials, causing local accummulations of charge and a

macroscopic field distortion. Another low-frequency mechanism that can occur

in soils is due to mixtures of materials that have differing electrical

properties (such as conducting spheres embedded in a dielectric). Several

different equations are available to describe the resultant properties

2-3



[2.4, 2.5] for various geometries of the embedded conductor: conducting

spheres or rods in a dielectric, alternating layers of dielectrics and

conductors, for example. The common cause of these effects is the distri-

butions of charge chat occur at conductor-dielectric boundaries and the

resultant action under applied electric fields which can yield very large,

low-frequency dielectric constants. This mechanism, when we use synthetic

soils whose conductivities are controlled by embedded conductors, is very

important to examine and to relate to dispersion phenomena normally confronted

in natural soil environments. This is true particularly when performance

testing of broadband land mine detection systems is done and a relative

detector figure of merit is estimated (broadband in this case means that the

bandwidth extends into frequencies less than I MHz).

Still another dispersion mechanism for dielectric behavior at low

frequencies, which is often distinguished from Maxwell-Wagner effects, is that

which occurs in colloidal suspensions. Maxwell-Wagner effects are based on

the assumption that the charge around conducting particles in a dielectric

medium is a thin coating which is much smaller than the particle dimensions

[2.5] and that the charge responds to an applied electric field independently

of the charge on nearby particles. In colloidal suspensions, on the other

hand, the charge layer is on the same order of thickness as or larger than the

particle dimensions; hence it is affected by the charge distributions of

adjacent particles. The theory of dispersion phenomena in colloidal suspen-

sions is presently a fertile area of research. Dukhin [2.5] has shown that

colloidal responses result in far higher low-frequency dielectric constants

than those resulting from typical Maxwell-Wagner mechanisms, with dielectric

constants on the order of 10 not uncommon. This could be an important

phenomenon that spectrally increases the visibility of buried plastic land

mines when broadband system performance is considered.

C. Dielectric Relaxation

Polarization processes occurring in material media as a result of

electromagnetic wave propagation are physically damped by relaxation. This

relaxation is analogous to a critically damped or overdamped oscillator. In

the relaxation process, maximum energy is dissipated at a preferred relaxation
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frequency, or resonance (which is the reciprocal of the relaxation time

constant), with no dissipation at either zero or irfinite frequency.

Relaxation processes are the only ones observed in the natural soil environ-

:ent at microwave frequencies and below. Thus, it would be useful to consider

snome relaxation models (cited in subsequent comments on soil specifications

for broadband systems). The following relaxation models are based on the

general equation of charge motion

q + (#u)-' q + (me)-' q = 0 , (2.7)

where q is the charge and represents differentiation with respect to time.

All derivatives are with respect to time. An important current research area

is considering diffusion of charged ions whose concentration is spatially

variable. For this case, spatial derivatives must be taken in determining

diffusion relaxation and this leads to generalized distributed impedances and

nonlinear behavior [2.6].

Cl. Debye Relaxation

Debye relaxation occurs in materials that have single relaxation time

constants. The complex relative dielectric permittivity in a Debye material

is given by [2.7, 2.8]

C' -j t 
= E [(  °)/E + 1] = E + 4% j (6 - %) , (2.8)1 + jWT 1 + w27- 1 + w2 T2

where es is the measured relative dielectric permittivity at dc (Edc = EsE 0 ), E,

is the relative dielectric permittivity at infinite frequency (Cinfinite =

EOOEo) , r is the time constant of relaxation and Eo is the free space or vacuum

permittivity (8.854 x 10
-
12 F/m).

C2. Generalized Relaxation Distributions

Wyllie [2.9] has given an expression for material media in which multiple

relaxations or distributions of relaxations are found, Such behavior is more
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typical of soilp at frequencies below 1 MHz than Debye behavior, and the

complex relativi dielectric permittivity may be written

00 r) l -j )
-E jEl - o + ( . Eo) f D()( - jwT) dT (2.9)

0 1 + wT2 ,

where D(7) is the time constant distribution function normalized so that

00

f D(T) dr - 1
0

A commonly observed simple relaxation distribution in soils is the

Cole-Cole distribution [2.10]. In the Cole-Cole distribution, (2.9) reduces

to

E' - je" - E + 1S (2.10)00 I + (j~r),-M

where 0 : m 1. The m - 0 case corresponds to a Debye material that has

a single relaxation. The m - 1 case corresponds to an infinitely broad,

continuous distribution (one that has no relaxation). Usually 1 - m = c 5

0.25 for water-saturated soils, and the exact power-law exponential frequency

behavior is critically dependent on water saturation, as discussed later in

this report. (c is a constant defined in the next section and related to m as

above.) This would necessitate methods for keeping c constant (as a function

of frequency) in natural (or synthetic water saturated) soils when testing of

land mine detectors is performed.

C3. Non-Debye Behavior of Rocks and Soils

Examples of studies showing the non-Debye behavior of rocks and soils are

given by Saint-Amant and Strangway [2.11], Alvarez [2.12], Olhoeft et al.

[2.13], Pelton et al. [2.14], Knight [2.15], and Lockner and Byerlee [2.16].

Observed deviations from Debye behavior have led to modifications of the Debye

equation [2.12], including the Cole-Cole expression (eq. (2.10)) and the
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corresponding Cole-Cole equivalent circuit [2.10]. The significant feature of

the Cole-Cole circuit is the inclusion of a constant phase circuit element to

model a distribution of relaxation times. The Cole-Cole expression has been

found useful in fitting data from lunar soil samples [2.13], and an expression

for the complex impedance of a material (as measured in the series mode) that

contains a term analogous to the constant phase element in Cole-Cole [2.10]

has been used in modeling the impedance of mineralized rocks [2.14, 2.17].

In adaition to the Cole-Cole expression, there are three other empirical

relations commonly used to describe a non-Debye response. These are the Cole-

Davidson [2.18], the combined Cole-Cole, and the Williams-Watts [2.19]

expressions. A characteristic feature of all these empirical relations,

besides being based on eq. (2.7), is that at frequencies away from the

relaxation frequency they reduce to expressions showing a po.er-law dependence

on frequency for both E' and E". This common characteristic led Jonscher

(2.20, 2.21] to define this power-law dependence as the "universal dielectric

response," that is,

6'(w) - Kw-c  , (2.11)

where K and c are constants that depend on the sample material and texture.

D. Dielectric Properties of Pure Water

Usually, natural soils contain water so the way in which dielectric

constants combine is important in determining the bulk, or effective,

dielectric constant of the soil at hand. The bulk dielectric constant of any

soil (whether natural or synthetic) determines the electromagnetic visibility

of buried land mines and, therefore, intrinsically affects the performance of

any detection system. Before discussion of water saturation of heterogeneous

soil mixtures, it is necessary to review fundamental dielectric behavior of

pure and saline water.

The frequency dependence of the complex dielectric constant of pure

water, 6w, is well known and is given by the Debye equation [2.1, 2.7],

Ew(W - E +Ewo -Ew

Eiw - + 1W w  (2.12)
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where

EwO - high frequency (or optical) limit of Ew (dimensionless),

Ewo = dc dielectric constant of Ew (dimensionless),

TW  = relaxation time of pure water (seconds), and

w = frequency (radians/second).

Equation (2.12) may be simply written

E - Ew' - jE" - E' (I - jtan6w) , (2.13)

where tan8w = E"/E' is the loss tangent of water.W"

Rationalization of eq. (2.12) yields

+w° EwO (214)
WO + I + (UTw)2 (

and

WT. (6o - E)

- 1 + (wr)
2  (2.15)

The magnitude of the high frequency dielectric constant, IEwwl, has been

determined by Lane and Saxton [2.22] to be

ew  - 4.9 (2.16)

and is practically temperature independent. The relaxation frequency of pure

water, fw - I/(27rrw), occurs in the microwave region and is temperature depen-

dent. At 0°C, fw M 9 GHz and at 20°C, fW 17 GHz. Equation (2.15) shows

that f" has its maximum value at w - 2rf,.r A plot of the frequency variationW f

of 6. and E" for pure water at 25°C is shown in figure 2.2 [2.4]. A Cole-Cole

plot of F" vs C'. with f as a variable parameter, is shown in figure 2.3 for

pure water at T - O°C. This plot is a semicircle with end points defined by

Cw - 6wo in the low-frequency limit and by ew - 6WC in the high-frequency
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limit. The point on the circle at which C' is maximum occurs at the

relaxation frequency, f = fw, whose coordinates are simply given by

E w= (Ewo + c,,)/2 and w = (ewo - E,)/2

The dc dielectric constant of nonconductive water, Cw, is a function of

temperature. Klein and Swift [2.241 have generated a regression fit for

c .(T) from dielectric measurements conducted between 1 GHz and 3 GHz

6WO(T) = EIo(T) = 88.045 - 0.4147 T + 0.6295 x 10-. 'T 2  
, (2.17)

%.here T is in °C, and the loss term, E'o is zero.

E. Dielectric Properties of Saline Water

Although the dielectric properties of pure water and ice obey the Debye

relaxation equations and are fairly well understood, ionic salts dissolved in

water produce an electrolytic solution whose microwave dielectric propurties

nay differ greatly from those of pure water. The salinity, S, of -,,dution

is defined as the total mass of solid salt in grams dissolved in . of

solution. Thus, S is normally expressed in parts per thousand by mass.

Little will be said about broadband dielectric characterization of

electrolytic solutions, except that the real and imaginary parts of the

dielectric constant of a saline water solution are given by [2.23, 2.25]

ESw = Eswoo + 1 + (UiT5 O) (2.18)

and

61 = sw(ESWO - Cswoo) + -_ (2.19)SW 1 + (Wr SW) 2  
E0 w

where the subscript sw refers to saline water and a i is the ionic conductivity

of the aqueous solution in S/m. The form of the complex permittivity for

saline water differs from that of pure water only in the loss term, " where' SW

the added term, ai/wEo, results from the ionic conductivity of the aqueous
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solution is present. The ionic conductivity of saline water has a marked

effect on the loss factor Csw below 10 GHz. Therefore, high soil salini"it*S

will probably significantly affect the dielectric properties of wet soil.

Jedlicka [2.26] notes, few measurements and analyses have been reported

relating soil salinity to effective soil dielectric constant. Consequently,

the dependence of permittivity on soil salinity is not well understood. 1e do

know, however, that the salinity of (free) pore water within a soil matrix

depends directly on the cation exchange capacity of the matrix material. Thi.

fact should provide a direct relationship between soil type, amount of

volumetric moisture present, and effective soil complex permittivitv. F1', Lcr

work will enhance understanding between these physical soil parameters-.

measured electromagnetic properties.

Stogryn [2.27] points out that there is no evidence to indicate thit c

depends on salinity; hence, we are safe to assume that C.W., = EC"' = -4.9. }

also empirically determines the dependence of permittivity on both the

temperature and salinity of saline water by writing cswo as a factorable

product, ESWO(T,S) - Eswo(T)F(S). Polynomial fits to this relation have been

obtained [2.24, 2.28] on measurements performed by Ho and Hall [2.29] and Ho,

et al. [2.30] for 4 < S < 35 parts per thousand to obtain the following

functional (non-multiplicative) dependence of the dielectric constant of water

with respect to salinity,

E'so(T,S) - Ewo(T) - 0.1556 - 0.413 x i0 - 3 S (2.20)

+ 1.58 x 10 - 6 S2

and

E wo(T,S) - Eswotan8so - 5.66 + 2.65 x 10-
3 S - 4.5 x 10-6 S2 . (2.21)

Equations (2.17), (2.20) and (2.21) will be used in subsequent development

relating effective dielectric constant measurements (real part, E', and loss

tangent, tanS) of a lossy fluid-saturated soil mixture to the in-situ fluid

dielectric properties, as well as to the water-filled porosity of the soil

mixture.

Several figures are included here to illustrate the relationship between

the addition of salts to pure water and the dielectric properties of the
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resulting solution. Figure 2.4 [2.311 is a plot of dc dielectric coii!st,'il

%, rsus solution concentration for three dif fe rent: F, I s F guIr,<

.32< ;s a plot of normnalized relaxationl time for a NZIC ;Col'r1ion 'ei:>

coriceirrat ion at 250CG. Figure 2.6 [2.311 iS ai plot Of tlhe d(1)LCe-;S10on (Cha'ie

of dli:lectric constant and relaxation time for a NaCI solut ion ve~rsus salI

<eucentration at O'C, 20*C and 140'C. These figures show thait the presen1ce of

als)in water (and thus in damp or we t soilIs) can drastically chang;e the.

MI>.djumf' s dielectric constant.

F. Heterogeneous Soil Mixtjires

Byv definition, natural soils are mixtures of host matrix mineral(s), air,

.1 --;itoer. Generally, the real part of the effective relative dielectric

.:ant, f, of the mixture rarely exceeds 8 in the microwave region -

tl: ais there is no liquid water in the mixture.. Similarly, the imaginar'y

E,,,usually does not exceed I in the absence of liquid water. By

ct omrparison. we see from figure 2.1 that E. of liquid water is One order1 o f

,. delarger than the relative permittivity of dry materials, whereas C'
-- .,o orders of magnitude larger than that of dry materials, pa'rt iczilrl' a-t

~it-jncies less than 2 GI-z. Because of the large contrast between (com,'plex)

C ot Lte pore water and that of the host matrix in soils, the diclectric

ericantof the mixture is generally dominated by the dielectric behavior of

v:~t~r.For this reason, many investigators [2.22, 2.27, 21.32, 2.33[ have

giiceralized the Debye formulas given by eqs. (2.14) and (2.15) to mixtures in

the following way,

+ (,eff,o - Eeff) 2.2C eff - Eeff + 1 + (wreff )2  (.2

E It ~ f (Eeff,o - feff.o)(223eff (A eff 1 + (wreff ) 2  ( .3

n.'ere Eeffo, Eeffoo and Teff are functions of thp di-lortric constant of the

:Iitri.A mineral(s), the water saturation, Sw, fraction in the pore space of the

m-,atrix, anid the shape and orientation of the water inclusions. The dielectric

constants of the matrix minerals are presumed to be nondispersive (frequency
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indcpenderit or losaless) as well as i idepei:duit of the appI ied di rc a,

(polarization) of the incident electric field. However, caution must be

eercised in the use of eqs. (2.22) and (2.23) for soil mixtures over a Lroad

range in frequency, since multiple relaxation phenomena not taken into account

Lv the Debye rules can occur [2.1].

An example of a typical power-law variation of the dielectric cooi tant as

a function of water saturation for a consolidated sandstone is shown in

figure 2.7 (recalling eq. 2.11). As the level of saturation decreases from

full saturation, the power-law exponent, c, increases until at some critical

saturation point (usually Sw 0.2 for critical saturation) it drops rapidly

to near zero. Most surface sands would probably fall below critical

saturation, whereas most clay soils might fall in the region above critical

saturation.

Typical behavior of E' as a function of both water saturation and

frequency is shown in figure 2.8. The observed dependence of E' on Sw shows

that E' increases rapidly up to a critical water saturation, whereupon iL

increases more gradually and linearly with increasing saturation. For a

completely dry soil and one which is only a single-component system, E' goes

to some threshold value independent of frequency. For a water saturation

above critical saturation, E' not only changes less with increasing frejuency,

but also has a lower value, almost by a factor of 4, from 50 kHz to 1 MHz.

The significance of this observation is that mine detectors operating at

differing frequencies are likely to be observing different contrasts in

complex permittivity as long as water saturation (or equivalent metallic

concentration in a synthetic soil) stays above critical with a greater

dielectric contrast skewed toward lower detection frequencies.

Thus, there may be valid reasons to operate in this low frequency range

for enhancing dielectric visibility contrast, even at the expense of spatial

target resolution. The purpose of drawing attention to these phenomena is

(1) to better compare detection systems that have different operating

frequencies (whether fixed or broadband) in terms of the actual electrical

contrast, E, - 6T, seen between the host soil environment and buried land

mine; and (2) to allow the removal of a variable nonlinear power-law frequency

dependence of the soil's electrical properties in the case of water saturated
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soils by keeping water saturation above the critical point for differing

tnrget size and burial depth parameters.

In summary, the functional dependence of c on water saturation in a

porous medium is typified by figures 2.7 and 2.8. The actual power-la.;

exponent observed depends on the texture (miciu6eometry) of the soil and

Lesultant pore surface water or pore surface area-to-volume ratio.

C. Magnetic Susceptibility

Magnetic susceptibility is a fundamental physical property of a materiail

medium. The degree to which a body is magnetized wher, placed in an external

i!iagne-ic field is given by

M = XmH (2.2)

where M is the magnetization in amperes per meter, 1i is the applied external

magnetic field intensity in amperes per meter and X,, is the magnetic suscc,'-

iblity (dimensionless) relating the applied field to the intensity of

magnetization. We will use the International System of Units (SI) here.

For a magnetically linear, isotropic substance, the constitutive equation

relating the magnetic flux density within a substance to the external magnetic

field H due to magnetization is simply expressed by the vector equation,

B = po (1 + Xm)H = pH (2.25)

,..here Mo is the permeability in vacuum (47r x 10- H/m) and Xm is the

dimensionless magnetic susceptibility defined in eq. (2.24).

The magnetic susceptibility of soils depends on the component magnetic

minerals derived from chemical and mechanical breakdown of bedrock. Magnetic

minerals of importance are few, and those most commonly encountered are the

iron and titanium oxides which form several solid solution series in rocks

(figure 2.9). Depending on the fractional composition of any solid solution

series, the susceptibility may vary widely (figure 2.10). In addition to

specific chemical composition, the susceptibility depends on grain size and

the intensity of the magnetizing field. Thus, considerable variation in the

susceptibility of rocks (and soils) can occur.
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III. REVIEW AND ANALYSIS OF EXISTING BURIED OBJECT DETECTOR TECHNOLOGY

A. .'Y-t Pl Detectors

lect:roinagnetic fields which oscillate in the kilohertz range cause eddy

currvtts to flow in megallic objects. For metallic objects which are particu-

lary ,iy conductors, the currents are confined very closely to the object's

su-fac-. T'i, "skin depth," 6, is related to the conductivity, the permea-

hi Ii :,1 the frequency by,

6 = l/,frTa . (3.1)

f = frequency in hertz

= magnetic permeability in henries/meter

c = conductivity in siemens/meter

ihe magnitude of the eddy current decreases exponentially with distance

.:ice of the conductor. The physical meaning of skin depth is the

di.-;tanice at which the currents have decreased to a value I/e of what they are

at: the surface.

At, low frequency metal detectors or treasure finders rely on the

detection of eddy currents in metallic objects. The eddy currents are excited

wL~ea ai ac current in the search head coil generates time-varying magnetic

fit-lds in arid above the ground. As eddy currents then flow in the buried

metallic object(s), a small secondary magnetic flux (due to the eddy currents)

i:; produced. This additional flux generates an additional signal voltage in

th(;earch coil which lags the detector-generated flux by 90 degrees. The

r-:u1tant voltage in the se.,rch coil is, accordingly, shifted in magnitude and

phas-e by an amount which depends on the conductivity of the buried object.

Many of the treasure finders now -,,; iable use this effect to discriminate

b hwtneri worthless aluminum or iron scraps and more valuable copper or silver
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It is customary to analyze the reactions of search heads (or eddy current

test coils) with targets by means of normalized impedance diagrams on the

complex plane. Figure 3.1 shows such a plot, with the reactance (X) on the

y-axis and the resistance (R) on the x-axis. Both X and R have been normal-

ized by the factor 27rfL o, the reactance of the search coil in air, in the

absence of other metallic objects. For an excitation field frequency of

20 kHz, the impedance locus shows progressive changes in amplitude and phase

as the conductivity of the target material is varied.

More than a dozen different metal detectors are manufactured in this

country and at least an equal number of distinct types are available overseas.

Different manufacturers exhibit considerable variety in their choice of

features, operating modes, and detection sensitivity for metal detectors. The

Army's Ft. Belvoir Research and Development Center lent us four AN/PSS-lI's

(standard detectors for metallic mines) for the duration of this project. The

AN/PSS-lI is a hand-held metal detector with a unique search head geometry.

A large coil around the periphery of the search head is the transmitting coil.

Four smaller coils are arranged within and on the same plane as this trans-

mitting coil. They are connected (in phase quadrature) to the receiving

apparatus. The transmitting and receiving patterns for the search head are

shown in fig. 3.2.

In addition to the four AN/PSS-II's, the Army also lent us a number of

commercial treasure finders which had been tested previously at Ft. Belvior.

We also acquired a German "search instrument" for locating metal objects

hidden in the ground. This model is capable of locating nonmagnetic as well

as magnetic objects. Unlike most metal detectors and treasure finders, this

instrument uses a single coil for the excitation as well as the detection of

eddy currents. It is similar to the manual, hand-held screening instruments

used in airports to search for weapons. A voltage-to-frequency converter

arrangement is employed to produce a frequency variation in the audio output,

rather than a change in the loudness. A small change in audio frequency is

easier to detect by ear than is a small change in audio signal strength.
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B. Nonmetallic Object Detectors

Unlike the situation with the metal detectors (where several different

types were available for study), only one type of plastic object detector was

obtainable. We were lent three complete nonmetallic mine detector sets

(standard AN/PRS-7's) for investigation and experimentation. This mine

detection set has a planar four-layer search head fabricated by printed

circuit techniques. The AN/PRS-7 has a transmitting antenna array which is

composed of two capacitively end-loaded dipoles fed in opposing phase. The

symmetrical arrangement produces a null in the radiation pattern in both the

downward and upward direction. The metal tubing of the supporting stalk for

the search head is located in this null plane, as is the receiving dipole. As

long as the symmetry of this mechanical and electronic arrangement is care-

fully maintained (in particular, the feed arrangements for the various dipoles

must be properly balanced), the receiver will respond to targets which are

asymmetric with respect to the null plane. The receiver will not respond to a

homogeneous or horizontally stratified earth. Objects which are electro-

magnetically dissimilar to the background material (either in conductivity or

dielectric constant or both) can be detected as the search head passes over

them. The receiver system amplifies and detects the RF signal, producing an

audible loudness variation in a I kHz tone in response to these changes.

As with the AN/PSS-lI metal detector, considerable care must be taken in

the manufacture of these devices to ensure that the required balance arrange-

ments are maintained. Other approaches to the detection of plastic objects

are described in the literature [3.1, 3.2].

C. Broadband (Pulsed) Systems

The AN/PRS-7 and the multi-frequency version of the AN/PRS-7, known as

the AN/PRS-8, are CW systems -- that is, they di not operate as pulsed radars.

We have consulted the literature on pulsed systems for the detection of buried

objects. Earlier work on the subject is described in reports from MIT [3.3]

and Ohio State University [3.4]. The former system was known as "GEODAR" and

was mainly an effort to facilitate the detection of underground tunnels. A

commercial version of the Ohio State University ElectroScience Laboratory's

system was manufactured and sold commercially [3.5]. More recently, there are
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references to work in Japan [3.6, 3.7] which demonstrate that some advantage

can be gained by using a computer to enhance the detectability (on a color

display) of target signals in the presence of background clutter and other

noise. Less well publicized work by Dolph at SRI International [3.8] and by

Alongi [3.9] is also applicable to the mine detection problem.

The advantage of most pulsed systems is that they gather information

about the surface and subsurface regions over a broad range of frequencies.

Indeed, the bandwidth of the echoes (if any) from the subsurface is generally

limited by the transparency of the ground at UHF and microwave frequencies

rather than by limitations of the transmitter and receiver equipment. This is

because it avoids having to make any adjustments to the equipment. All of the

information which could possibly be obtained by EM methods is made available

pulse by pulse. On the other hand, the transparency of the ground for all but

the most benign, very dry conditions severly limits the useable frequency

range. This sets limits on the range resolution of the system, on the degree

to which reflections from the air-ground interface can be suppressed, and on

the detectability of targets. For a system operating over a frequency range

from near dc to 1 GHz, the range resolution is no better than 15 cm. If the

frequency range is further restricted to 500 MHz after the EM waves penetrate

20 cm of damp soil (a two-way path of 40 cm), the range resolution is no

better than 30 cm. In particular, target signatures for mines which are

buried very close to the surface cannot then be separated from the transmitter

"main bang" or from the surface clutter signal. Likewise, target signatures

attributed to targets buried some distance below the surface can no longer be

separated from the clutter signal due to voids and other irregularities in the

ground.

D. NIST Theoretical Work in Support of Buried Obiect Detector Evaluations

We thought that we needed a suitable theoretical framework to describe

the transmitting and receiving characteristics of mine detectors as well as

the interaction of radiowaves with buried objects. Dr. David Hill of NIST

devised a particularly lucid theoretical model for the problem. His approach

involves taking the Fourier transform of the distribution of complex electric
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or magnetic field amplitude and then redefining the problem in terms of an

angular spectrum of plane waves.

A description of radiowave fields in terms of their plane wave spectra is

often advantageous, particularly for problems with planar geometry such as

ours. An angular spectrum of plane waves may have only a few discrete

spectral components or, more generally, it may be composed of a very large

number of components or even a continuous distribution of waves. Each member

(or any infinitesimal component) of the angular spectrum travels in the

direction given by its propagation vector. Each of these components behaves

exactly as an ordinary plane wave.

The more interesting and difficult problems that arise when a subsurface

target is illuminated by an antenna above ground are conveniently described by

the plane wave scattering matrix formalism of Kerns (3.10]. The plane wave

spectral components radiated by the source antenna are reflected and refracted

at the air-earth interface, and total fields above or below ground are

calculated as integrals of these plane wave spectra. Specific sources such as

a single plane wave or an electric or magnetic dipole are simply special cases

of the general theory. The buried target is described by its plane wave

scattering matrix, and the scattered plane waves are again reflected and

refracted at the interface. All of the various interactions (the antenna

interactions at the air-ground boundary, the target returns partially

scattered and partially transmitted through the air-ground boundary, for

example) are treated in a wholly self-consistent formulation, yet certain

pieces of the problem can be extracted and studied separately. For example,

the subsurface fields excited by an antenna over a lossy earth can be computed

independently of the target. The actual plane wave transmission spectrum and

scattering matrix are known for some simple antennas and targets. For more

complicated cases, the scattering matrix formalism is still useful in showing

what quantities are important and how they can be measured. Numerical results

obtained by G. S. Smith [3.11], K. K. Mei [3.12], and others can be readily

incorporated within this general theoretical framework.

A paper by Hill and Cavcey [3.13] (see Appendix III.A) showed how to

derive expressions for che coupling between two antennas separated by an

idealized, flat interface (the air-ground interface). This work extends the

3-5



generalized plane wave scattering formulation pioneered by Kerns to deal with

the more interesting and difficult problems which arise when a subsurface

target is illuminated by an antenna located above ground.

In a second paper [3.14] (see Appendix III.B), Hill showed how to use the

Born approximation to describe EM scattering by buried objects of low dielec-

tric contrast. Analytic expressions were obtained for three special shapes:

(1) a sphere, (2) a cylinder, and (3) a rectangular box. Numerical results

were given for the scattered near field and for the scattered far field, given

plane wave illumination.

Hill also used the plane wave scattering matrix theory [3.15] (see

Appendix 11.C) to compute the far field E-field intensity in air and in the

earth excited by oppositely-directed, transmitting antennas in the AN/PRS-7

mine detector. In pursuing this problem, a simple but general result was

obtained for the front-to-back ratio of horizontal, linear antennas of

arbitrary configuration located at the air-earth interface: Front-to-back

ratio is proportional to Ierl' , where 6r is the relative complex dielectric

constant of the earth.

A good definition for the front-to-back ratio is the ratio of the far

field E-field intensity in the earth to the far field E-field intensity in air

in the two directions normal to the air-earth interface. This ratio is

greater than 1 because of the focusing of the refracted fields in the earth

and the partial cancellation of the fields in air. This simple formula can be

derived from the plane wave scattering matrix theory or from reciprocity, and

it is consistent with numerical results of G. S. Smith [3.11]. For elevated

antennas, focusing in the earth still occurs, but the cancellation of the

fields in air is less effective. For heights of about a quarter wavelength

(the worst height), the front-to-back ratio is about 1, and this is also

consistent with Smith's numerical results.

For angles away from the vertical, the enhancement in earth still occurs,

but the magnitude of the enhancement depends on the specific antenna.

Numerical results for the AN/PRS-7 transmitting antenna show a large

enhancement in the earth even though the antenna produces a null in the

vertical direction. The same relative enhancement (of the fields in the
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earth) occurs when computing the near field of antennas above and below the

air-earth interface.

In Hill's final paper on near field detection of buried dielectric

objects [3.16] (see Appendix IlI.D), the plane wave scattering matrix theory

.. s used to gtneraLe sweep ;uLves fuc several diifereat conditions with the

AN/PRS-7 detector passed over a buried dielectric target. The search head for

this mine detector is modeled as two oppositely directed transmitting dipoles

and a single receiving dipole. The ratio of the received voltage, Vr, to the

transmitter current, I0, can be written as a product of matrices,

Vr 0 g'2 T 1, S0 " (3 .2)

The right side of eq. (3.2) has a simple physical interpretation. S,

represents transmission from the detector into air, T2, represents transmis-

sion from air into the earth, $22 represents scattering from the buried

object, T12 represents transmission from the earth into air, and S, represents

reception at the detector. Various aspects of the overall detection problem

(radiation, transmission, scattering, and reception) are treated in this

paper. To our knowledge, this is the first time that the full plane wave

scattering matrix theory has been used in near field calculations. The main

results are sweep curves for various parameters (detector height, target

depth, and horizontal target offset). All curves have a null directly

overhead, a single peak on either side, and a smooth decay. A typical curve

is shown in fig. 3.3.

E. NIST Tests, Instrumentation, and Procedures for Metal Detectors

Whenever possible, we performed unit testing of subsystems before

testing of complete detector systems. For metal detectors and treasure

finders, this meant starting with the search coil assembly and determining

(from the pin-outs of the cable connector) the electrical characteristics of

the transmitting as well as the receiving coils. An ordinary ohmmeter

sufficed to check for continuity and the dc resistance of the coil windings.

We used an ac impedance bridge to determine R, L, and C for the individual
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coils. Shorted turns, coil balance, and so on were checked with a grid-dip

meter or with a vector voltmeter and a search head known to be properly

assembled. The search head was then connected to a laboratory version of the

detector electronics. We call this our "brass board set-up." A schematic is

shown in fig. 3.4. This equipment is capable of operating at any frequency in

the range from 20 Hz to 20 kHz. If testing at higher or lower frequencies

became necessary, a different power amplifier for the appropriate frequency

band would be required.

The brass board detector is a broadband, linear system which can select

(with the phase sensitive lock-in amplifier) any narrow-band signal for

reception and plotting. This detector performs as well as or better than

detectors provided with the mine detectors or treasure finders themselves. In

particular, it is free of drift, it measures the phase of the received signal

as well as the magnitude, and it has a very wide dynamic range. The first of

these features is a convenience. The second feature (phase information) is

used in some advanced metal detector systems to identify nonmagnetic material

(such as stainless steel firing pins) in the presence of magnetic material

(such as iron shrapnel or magnetite sand). Likewise, phase information can be

used to discriminate (with the proper electronics) between aluminum alloy

targets and copper coins. The last feature (wide dynamic range) means that

adjustments for sensitivity, ground-balance, and so on are not required. Some

disadvantages of this detector are that it weighs over 80 kg, operates over a

very restricted temperature range (in an air-conditioned laboratory), and

requires an extension cord to the ac mains. However, it should be possible to

build small, portable units to similar or better performance specifications

using modern manufacturing techniques.

With the search head mounted on a trolley or other positioning device,

we obtained sweep curves using the brass board electronics. From these

curves, we may judge the performance of a metal detector under controlled

(repeatable) conditions. After preliminary tests of the search head with the

brass board electronics system, we replaced it with the original battery-

powered mine detector electronics package. Then we plotted sweep curves (with

the complete system adjusted and ground-balanced exactly as suggested by the

manufacturer) for a series of cylindrical copper test targets of progressively
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smaller sizes. The testing terminated when test targets below a certain size

could no longer be reliably detected. For these tests, the headphone output

signal was run to a square-law detector and filtered with a 0.2 s time

constant. We also found that it was useful to measure the sound pressure

levels at the headphones. We referred the sound pressure level in dB with

respect to a standard 2 x 10-' N/m2 rms pressure level at a frequency of I kHz.

This 0 dB level is approximately the hearing threshold for young adults who

have not attended very many rock concerts. We have demonstrated that very

sensitive equipmPnt can be employed to graphically display sweep curves at and

below 0 dB. Perhaps some means could be devised to do likewise under field

conditions.

Last, we estimated the dynamic range of the equipment by examining the

detectability of large targets and targets in the presence of other distur-

bances (clutter). We also graded equipment on the basis of its ability to

resolve small, closely spaced targets.

The detection of buried objects by electromagnetic means is difficult --

even when attenuation is not a limiting factor. Weak signals scattered by

buried objects are typically well hidden in clutter. Clutter signals are the

unwanted signals or noise which shows up as scattering from terrain surface

features and from subsurface inhomogeneities. Certain poorly designed

detectors are easily confused by radiation from other directions than the

ground (nearby trees or vehicles, for example). Increases in transmitter

power yield an improved signal-to-noise ratio for systems which are limited by

receiver noise, natural noises (atmospheric or cosmic), or man-made inter-

ference. However, signal-to-clutter ratios are unaffected by such measures.

The clutter rejection capability of a given detector system is extremely

difficult to estimate under field conditions. Clutter exhibits considerable

variability. It is not a statistically well behaved signal. It shows up as a

randomly phased signal which varies with the terrain and with the (invisible)

features below the surface. To a certain extent, the clutter signal is also

significantly .nfluenced by the particular search pattern being used.
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F. NIST Tests, Instrumentation, and Procedures for Nonmetallic Object
Detectors

As with the metal detectors, we investigated the behavior of the search

head alone before judging the performance of the complete system. For the

AN/PRS-7 and similar detectors, this was difficult because parts of the

transmitter as well as the receiver are built into the search head. We

obtained a search head from which all of the electronic circuitry as well as

the shielding tabs had been removed. We installed wide-band baluns at both

the transmitting and the receiving antenna terminals and found that this head

had a lower SWR at 432 MHz than at 380 MHz (the frequency at -hich its

transmitter was expected to operate). A block diagram of the equipment used

in these experiments is shown in fig. 3.5.

This brass board detector, unlike the unmodified AN/PRS-7, is a linear

system. With the brass board, we can make stable, repeatable measurements

weeks or even months apart. The 432 MHz transmitter is an ordinary signal

generator cf good spectral purity. The carrier frequency is 80% amplitude

modulated by a 700 Hz sine wave to ensure that there is negligible clipping or

distortion. A portion of the 700 Hz modulating signal is routed to the

reference port of the lock-in amplifier. The receiver is a 400 MHz to 450 MHz

broadband amplifier followed by a square-law detector. The lock-in amplifier

is used to extract the weak 700 Hz component. The amplifier uses both the in-

phase and the quadrature signal and forms the vector sum to yield an output

directly proportional to the magnitude of the 700 Hz signal. This signal is

fed to a measurement system. The final output is power in decibels vs. target

displacement (see fig. 3.6). Comparison of this measured curve with the

theoretically derived curve in fig. 3.3 indicates an excellent qualitative

agreement.
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Figure 3.2 Transmit and receive search head antenna patterns for the AN/PSS-11.
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BLOCK DIAGRAM of the BRASSBOARD AN/PSS-II
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Figure 3.4 Block diagram for the AN/PSS-11 brassboard detector.
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BLOCK DIAGRAM of the BRASSBOARD AN/PRS-7
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Figure 3.5 Block diagram for the AN/PRS-7 brassboard detector.
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Figure 3.6 Experimental sweep curve for the AN/PRS-7.
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IV. TARGET STANDARDS

A. Introduction

"Standard" targets should have certain desirable characteristics -- such

as stability over time, reproducibility, and ease of fabrication. Unfortu-

nately, some approaches to standardization involve particularly high costs;

this tends to limit the use of good standards to a few well equipped

laboratories. We distinguish two classes of standards:

1) standards based on some well established theory or on known,

immutable physical properties, and

2) artifact standards which are reproducible and stable but for

which a good theoretical model does not yet exist.

An example of the first class of standard is the voltage standard based

on the ac Josephson effect. An example of the second class of standard is the

standard Weston cadmium cell. The electromotive force produced by a Josephson

junction irradiated at microwave frequencies can be precisely predicted from

the theory of quantum electrodynamics (QED). A Weston cell yields an EMF of

1.01186 v, depending somewhat on its age and how it was made.

Where possible, we specify that testing of mine detectors be carried out

with metallic and nonmetallic targets fabricated from pure or well analyzed

materials. We also suggest that targets have simple cylindrical or spherical

shapes. When, for purposes of realistic modelii other target shapes and

components must be used, at least the primary standards should be cylindrical

or (preferably) spherical. Good theoretical models for the scattering of

electromagnetic waves are available for these simple shapes. Also, the

detection of spherical targets is not sensitive to target orientation.

Furthermore, we suggest that the primary standard targets be molded or

machined of single component materials without voids or simulated firing

mechanisms. This can aid in further reducing the number of variables.

Oxidation, water adsorption, and any surface or dimensional changes of the

targets should be carefully monitored or entirely avoided if possible.
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B. Metallic Standards

Testing metal detectors has traditionally involved checking whether they

can succeed in finding an ordinary U.S. otle-cent coin buried in various soils.

This nicely illustrates one of the pitfalls of using artifact standards. The

Government started minting copper-clad zinc pennies in October 1982. The

weight of the coin decreased from approximately 3.1 g to approximately 2.55 g.

To our knowledge, the copper alloy used is chosen on the basis of its dura-

bility -- its conductivity is not controlled. For careful work, avoid using

ordinary coins as standard targets.

Objective testing of metal detectors can best be carried out with a set

of known, repeatable metallic targets. Low frequency metal detectors transmit

in the kilohertz range and sense eddy currents induced in buried metallic

objects. The magnitude of these eddy currents varies as the -1/2 power of the

conductivity of the target material and is directly proportional to target

volume for simple shapes such as cylinders or spheres. It is important, when

describing how these targets are made or copied, to specify the conductivity

of the material. Certain materials, such as brass or aluminum alloys, exhibit

very different conductivities depending on their composition and heat treat-

ment. Highly purified elemental metals, especially those with the highest

conductivity, show very little variation in conductivity from lot to lot. A

further advantage is that their conductivity varies only slightly with changes

in room temperature so this effect can be neglected when testing metal

detectors. Accordingly, suitable standard test objects should have high

conductivity. In increasing order of conductivity, this means gold, copper,

or silver. We chose copper since it is the least expensive. "Five nines"

purity electro-refined copper is readily available. The American Society

of Metallurgists (ASM) of Metals Park, Ohio, lists the properties of various

grades of wrought copper on page 248 of the 1981 edition of the Metals

Handbook. Oxygen-free, electro-refined copper has a conductivity of

5.977 x 10-7 S/m at 20°C. The conductivity varies with temperature according

to the formula:

a - (5.977 x 10')/(l + aT) S/m,
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where a = 0.0068,

and T = the positive or negative offset in 'C

from the reference temperature of 20°C.

The coefficient a for the change in resistivity with temperature is

sufficiently small that corrections for the detectibility of copper targets at

elevated temperatures (as in direct sunlight) are probably unnecessary.

Copper corrodes easily. We spray our copper test objects with a thin

coating of spray laquer. If considerable wear and handling is likely to take

place, a hard chromium plating over a nickel plating would be appropriate for

these targets.

A set of seven copper cylindrical test objects were provided to the

Countermine Technology Division at Ft. Belvoir in July 1986. The weights and

other specifications are given in Table 4.1.

TABLE 4.1

Copper Test Objects

Material: Copper, electro-refined, 99.999% pure

Shape: Right-circular cylinders, diameter is twice the height

Density. 8.% g/cm'

Weight () Diameter (rm) Height (rmi)

1 6.58 3.29

2 8.28 4.14

4 10.44 5.22

8 13.15 6.58

32 20.87 10.44

128 33.14 16.57

512 52.60 26.30

The smaller objects are suitable for calibrating the response of metal

detectors (those operating at frequencies in the kilohertz range) to objects
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as small as firing pins. The other objects in this set were provided to test

the response of low-frequency metal detectors to significantly larger amounts

of metal. Large metal objects (such as unexploded ordnance) must often be

located using mine detectors optimized for very small metal objects. Test

procedures are discussed in section VII of this report. Eddy currents die out

slowly for the case of the large copper targets. Tests of target detecti-

bility with the 32 g and larger cylinders should be performed with due regard

for the long time constants involved (on the order of one-half second or

more).

In addition to the copper cylinders, which we consider the primary

targets for testing purposes, we have fabricated a small set of stainless-

steel pins. We consider the pins to be secondary standards, useful for

simulating the properties of firing pins in mines. Because of the difficulty

of specifying the composition of stainless steel, results using these objects

may show greater variability than those using the copper cylinders. The pins

should, however, prove useful in tests of the detectors for plastic mines

where the orientation of such pins may be important. Specifications for the

pins are given in Table 4.2.

TABLE 4.2

Stainless Steel Test Objects

Material: Type 304 stailess steel

Shape: Cylindrical pins or narrow rods

Density: Approximately 7.9 g/cm3

Weight (P) Diameter (mm) Heieht (mm)

1.56 3.175 25.4

0.39 1.5875 25.4

0.096 0.7938 25.4

4-4



All American Iron and Steel Institute (AISI) type 300 series steels are

chromium-nickel austenitic steels in grades having up to 30% chromium and up

to 20% nickel. Type 304 contains the following percentages:

Cr ............... 18.00 to 20.00

Ni .. ............... 8.00 to 12.00

C ............... 0.08 (max)

Mn ............... 2.00 (max)

Si .. ............... 1.00 (max)

The composition range is based on ladel analysis for standard AISI Type 304

as of 1959. It is not a specification. It is a classification which has been

agreed upon and used by producers in the United States for grades which have

attained an arbitrary annual minimum tonnage [4.1]. We do not recommend

304 stainless steel for the standard targets, although it is useful for

secondary standards and for estimating the performance of mine detectors in

locating objects such as firing pins.

C. Nonmetallic Standazdz

We fabricated some Teflon and nylon spheres as calibration targets for

nonmetallic mine detectors and delivered these in July 1986. The weights and

diameters for these objects are listed in Table 4.3, below.

Teflon and nylon were chosen for these reasons:

(1) nylon and Teflon are relatively impervious to moisture as well as to

common alkaline, acidic, or salt components likely to be found in

ordinary soils,

(2) these materials are readily available commercially in shapes and sizes

suitable for further machining, and

(3) their dielectric constants (2.1 and 3.0) nicely bracket known values for

many common explosives.
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TABLE 4.3

Spherical Plastic Test Objects

Material: Nylon Material: Teflon

Shape: Spherical Shape: Spherical

Density:. 1.15 g/cm' Density:. 2.2 g/cm3

Dielectric Constant: 3.0 Dielectric Constant: 2.1

Weiaht (.) Diameter (mm) Weight (g) Diameter (mm)

36.0 39.0 68.4 39.0

72.0 49.2 136.8 49.2

144.0 62.0 273.6 62.0

288.0 78.2 547.2 78.2

576.0 98.5 1094.4 98.5

We decided to systematically vary the parameter of target volume rather

than target weight, specifying five different sizes in each of the two

materials. The volumes increase by a factor of 2 for each step up in size.

Discussions about test procedures for plastic mine detectors has focussed

on two additional points: (1) the need for still larger test objects, and

(2) whether the shape of the test objects could be made to conform more

closely to that of known, real mines. We think that, at least for detect-

ability threshold tests, small spheres are most likely to give the best, most

repeatable results. Spherical targets do not require careful alignment with

the surface of the ground -- only the depth matters. Spherical targets have a

well defined radar cross section which does not depend on target orientation.

They are also preferred on theoretical grounds, since the EM scattering cross

section is well known even when the illuminating wavelength is much smaller

than the diameter of the sphere [4.2]. We might wish to compare experimental

data on the angular dependence of the scattered field with theory. Of course,

nylon and especially Teflon are expensive plastics to use for very large test

objects. The third theoretical paper by Hill (Appendix III.C of this report)

outlines a method for calculating the scattering cross section for buried
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spheres, cylinders, and rectangular parallelopipeds when the dielectric

contrast between the target material and the background medium is low. We

have fabricated both nylon and Teflon cylindrical targets of various sizes for

use as secondary standards. They are similar to the dummy mines of Type I,

class B, sizes 1, 2, and 3 [4.3]. However, they do not have air voids or

replicas of firing mechanisms installed. Quantities delivered and dimensions

for these mine replicas are given in Table 4.4.

TABLE 4.4

Cylindrical Plastic Test Objects

Ouantity Diameter Height Material

2 3" 1" Nylon

2 6" 2" Nylon

2 12" 3" Nylon

2 3" 1" Teflon

2 6" 2" Teflon

2 127 3" Teflon

Certain thermoplastic materials would be useful in this respect, perhaps

at least for secondary standards. An advantage of thermoplastic materials is

that they can be cast, rather than machined, and that little additional

finishing would be required. Also, testing the electromagnetic properties of

such materials would be simpler (since wafers and/or coaxial shapes required

for these tests could likewise be obtained without the requirement for any

machining).

We have identified two thermoplastic materials which we think would make

suitable test objects. One of these is amorphous sulfur with a dielectric

constant of 3.65 and a melting point of 113°C. The other is paraffin with a

dielectric constant of approximately 2.3 and a melting point of 370C. Sulfur

of adequate purity, uncontaminated with other material of different electro-

magnetic properties, is readily available. A suitably pure paraffin wax, for
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which we could be sure that the properties were the same from lot to lot,

would be the organic compound known as eicosane (a saturated, open-chain,

acyclic hydrocarbon with a molecular weight of 282.54). The dielectric

constant for this material is 2.25. Eicosane (99% pure) costs less than

$3n.00 per pound in small quantities.

D. Relationship of Standards to Realistic Targets

Dl. Metallic Obiects Relationships

For low-frequency treasure finders and metallic mine detectors, the tests

with the cylindrical copper targets are more than adequate to establish

detector sensitivity and other performance requirements. The response of low-

frequency equipment (operating in the kilohertz range) shows little if any

dependence on target orientation even for targets which are highly acicular

(needlelike). The situation is very different for equipment operating at

microwave frequencies, where polarization effects become important. When

testing the ability of plastic object detectors to locate, say, metallic

firing pins, target orientation must be carefully controlled for the resulting

data to be useful and repeatable. In particular, the targets listed in

Table 4.2 are likely to exhibit very different radar cross sections when

placed parallel or perpendicular to the E-field of an operating AN/PRS-7.

D2. Nonmetallic Object Relationships

The primary plastic standard targets listed in Table 4.3 were delivered

to Ft. Belvoir in July 1986. The secondary standards listed in Table 4.4 were

delivered in August 1988. The materials from which these targets were

machined were chosen to approximate the range of dielectric permittivities

likely to be encountered in real mines. These targets (perfectly spherical or

perfectly cylindrical) scatter electromagnetic waves in a very predictable

fashion. An analytic solution for spherical objects is well known [4.2, 4.4].

Good approximations are available for the scattered fields from cylindrical

objects [4.51. The targets we have provided cover the range from anti-tank to

smaller than anti-personnel. However, these standards do not mimic all

features of real mines. Typical mines and mine replicas contain air voids,
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firing mechanisms, pull rings, and other accessories which significantly

modify the radar cross section. The Countermine Technology Division at

Ft. Belvoir has made arrangements for the manufacture of a number of mine-like

targets to address this issue [4.3]. Such targets cannot simultaneously

satisfy two divergent requirements: (a) complete properties of real mines, and

(b) precision in detector performance measurement and test repeatability.

Realistic mine replicas possess radar cross sections which vary with changes

in temperature and barometric pressure. Their nonuniform filler separates

into layers or even deteriorates over time. Air voids (and light-weight foam

inserts to simulate voids) distort or change shape permanently. Nevertheless,

they are interesting test objects which certainly look like mines; it should

be possible to use them as secondary or tertiary standards so long as their

radar cross sections are frequently compared with those of the primary

standards. We have not yet been given any of these generic mines. We look

forward to comparing them with our standards at somc future date.

The detection of buried, nonmetallic objects is a difficult task [4.6].

As we have seen, their typically low contrast ratio in sandy soil or loam

leads to their becoming nearly invisible to electromagnetic waves. Because of

their small size, carefully made anti-personnel mines (those without air voids

or metal pins) are often completely undetectable with present-day equipment.

E. NIST Recommendations and Conclusions

Accurate testing of treasure finders and mine detectors is notoriously

difficult. When performance tests are carried out, the degree to which

meaningful, repeatable data can be obtained is critically dependent on the

targets being used. At UHF and higher frequencies, target orientation must

also be carefully established unless the targets are spherical. What follows

are NIST's recommendations for target standards that should be used to test

metal detectors and nonmetallic object detectors.

El. Targets for Metal Detector Testing

It is difficult or impossible to obtain consistent results with mine

replicas or coins. The coated pure copper standards that NIST has provided to

the Army should be used as primary standard targets for the testing of
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low-frequency metal detectors; their permeability and conductivity are known

very accurately and their masses and volumes have been carefully controlled.

For more realistic target detection testing, the Type 304 stainless steel

cylinders that have also been provided to the Army should be used. Although

the permeability and conductivity are not known to the accuracy of the copper

standards, they should prove sufficiently accurate and repeatable for all but

the most demanding tests.

E2. Targets for Nonmetallic Object Detector Testing

Sets of standard spherical and/or cylindrical nylon and Teflon targets

should be utilized for the most accurate tests of nonmetallic object detec-

tors. Several of these have been provided to the Army by NIST. The spherical

standards should be used whenever errors due to target orientation must be

avoided in the tests. The cylindrical standards, being somewhat more

realistic in shape, should suffice for the majority cf the tests as described

in chapter VII. The principal reason that NIST recommends the use of these

targets for most of the tests is that they are homogeneous, have well known

constituent electromagnetic properties, and, most important for theoretical

modeling purposes, have known scattered electromagnetic field signatures. As

is stated in chapter VII, these standards do not preclude using more realistic

mine replicas as targets for other tests.

For a more robust testing strategy, NIST recommends fabricating targets

using the same rigid-matrix technology as is being proposed for soil stan-

dards. With little additional effort, standard targets can be molded with

known electromagnetic properties that can cover a wide range of values. Thus,

for example, targets for a set of tests to measure permittivity contrast ratio

could be constructed with incrementally varying permittivity. Using the nylon

or Teflon targets, on the other hand, would require varying the permittivity

of the soil standards which would be more difficult and expensive as well as

less realistic. In addition, using this technology would allow the fabri-

cation of extremely realistic mine replica targets with such features as air

gaps, inhomogeneities (explosives with a plastic shell, for example), and

firing pins.
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V. SOIL STANDARDS

A. Typical Electromagnetic Properties of Real Soils

Knowledge of the electromagnetic properties of typical real soils is

necessary before it is possible to identify candidate methods for realizing

soil standards. Several cases may be listed and generally characterized in

terms of conductivity and permittivity contrasts as representative of the

differing electrical environments likely to be encountered in either plastic

or metallic mine detection.

Case 1: Dry Beach Sands (Plastic Mine Detection)

One type of host soil environment is that in which either no pore water

or very little pore water (water saturation Sw < 0.01) exists within a

magnetically impermeable, unconsolidated, and electrically resistive soil

grain matrix having low cation exchange capacity. Such a situation exists in

a dry beach sand or dry gravel host medium and probably presents the most

difficult plastic mine detection test environment.

The host soil conductivity, aH, in this case is generally low

(o < 101 S/m) and the host dielectric constant, E', is low and probably less

than the target (mine) dielectric constant (E4 - 2.70 when referenced to dry

sand consisting of clean quartz grains having diameters greater than 0.03 mm

but less than 0.60 mm where the water saturation, Sw, is 0 and the frequency

is 300 MHz). If we take a nylon sphere as representative of our plastic mine

target (where the target conductivity, 0
T, is much less than 10

-
3 S/m and the

target dielectric constant, E4, remains fixed at 3.00), then E4; - 0.90 and

oH/C T  - I.

Case 2: Wet Fresh Water Beach Sands (Plastic Mine Detection)

This situation is characterized by moderately fresh (deionized) pure

water saturation (Sw ; 0.14) in a magnetically impermeable, unconsolidated,

and electrically resistive (aH < 10-3 S/M) soil grain matrix of low cation

exchange capacity. Due to increased water saturation, the host soil
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dielectric constant at a typical UHF detection frequency of 300 MHz would be

approximately 10, leading to dielectric and conductivity ratios of

S/4 / - 3.3 and GM/aT - 1. Because of the higher permittivity contrast at the

chosen operating frequency, this case probably presents a less difficult

detection test than Case 1.

Case 3: Wet Clay Soils and Wet Marine Beach Sands (Plastic Mine Detection)

The wet clay soil environment is characterized by highly brackish or

saline pore water saturation (Sw > 0.20) in a magnetically impermeable,

unconsolidated, and electrically conductive soil grain matrix of high cation

exchange capacity. In such a case, both the measured host soil conductivity

and host soil dielectric constant at 300 MHz are relatively high (0.1 S/m <

G H < 1 S/m and 64 - 20); this leads to significant dielectric and conductivity

ratios where E,/E - 6.7 and GH/aT >> 1 for a nylon spherical target. Such a

situation is likely to be that most commonly encountered; therefore it is one

which should be simulated in any validation testing.

These electrical properties would also characterize a magnetically

impermeable, unconsolidated, and electrically resistive soil grain matrix of

low cation exchange capacity having highly saline pore waters, such as might

be encountered in wet marine beach sands. All other factors being equal,

target visibility in terms of dielectric contrast is greatest for this case;

but because of the conductive (lossy) nature of the host medium, test target

detection at increasing depths of burial for UHF operating frequencies is

expected to be sharply limited.

Case 4: Magnetically Impermeable Host Soils (Metal Mine Detection)

Because the contrast in conductivity between a metallic mine target in

either an electrically resistive dry beach sand or an electrically conductive

wet clay remains very high (for analysis purposes, infinite), and because most

metal mine detectors operate in the VLF region (affording little attenuation

for expected burial depths) and sense secondary magnetic fields due to induced

eddy currents within the buried mine, two test soils would seem to bracket

those situations commonly encountered in the field. These are a magnetically
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impermeable or magnetically permeable host medium. The magnetically

impermeable host soil may be simulated by quartz sAnd grains having no

magnetite-ilmenite, which are the common naturally occurring magnetic minerals

(5.1]. Hence, the host soil medium in this case would have a magnetic

permeability, MH, equal to that of free space, go (47T x 10-7 H/m). Conductive

losses in the host medium can be controlled either by adding known amounts of

saline pore water or aluminum powder.

Case 5: Magnetically Permeable Host Soils (Metal Mine Detection)

Attenuation rates for a plane electromagnetic wave in a uniform,

magnetically permeable earth are greater than in a uniform, magnetically

impermeable earth -- all other factors being equal. In fact, the plane-wave

skin depth (distance within the earth at which amplitudes of the electric and

magnetic field vectors are equal to i/e - 0.3679 of their respective values at

the surface) of a magnetically permeable host soil decreases by (Mrpo)-/ where

Ar is the relative permeability and go is the permeability of free space or

vacuum. The U.S. Army Belvoir Research and Development Center (BRDC) already

has a test lane simulating this case that consists of a silica sand magnetite

mixture (70 percent dry sand, 30 percent magnetite grains, -30 mesh size)

whose relative magnetic permeability was measured and found to be 1.35 [5.11.

Because not all metallic land mine detectors employ ground signal removal

techniques, a logical test procedure for evaluating differing systems would be

to simulate both Case 4 and 5 in the test lane environment. See Table 5.1,

below, for a list of the magnetic susceptibility of naturally occurring rocks

and minerals.
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Table 5.1
Magnetic Susceptibility of Rocks and Minerals (from Reference [5.21)

Magnetic Minerals Susceptibility k/47T (SI)

Magnetite Crystals 6.3 to 24.0
Magnetite 0.04 to 2.0
Ilmenite 0.03 to 0.14
Franklinite 0.036
Pyrrhotite 0.007 to 0.028
Specularite 0.003 to 0.004
Chromite 0.002

Major Rock Types

Basic Effusive 0.001 to 0.004
Basic Plutonics >0.0001 to <0.004
Granites and Allied Rocks >0.0001 to <0.001
Gneisses, Schists, and Slated >0.0001 to <0.001
Sedimetaries >0.0001 to <0.001

Specific Rock Types

Igneous Rocks
Basalt 0.00068 to 0.0063
Diabase 0.000078 to 0.0042
Gabbro 0.00044 to 0.0041
Granite 0.00003 to 0.0027
Porphyry 0.000023 to 0.0005

Metamorphic Rocks
Serpentine 0.00025 to 0.014
Slate 0.000039 to 0.0030
Gneiss 0.00001 to 0.0020
Schist 0.000026 to 0.00024

Sedimentary Rocks
Shale 0.00004 to 0.0005
Clay 0.0002
Sandstone 0.000005 to 0.000017
Dolomite 0.0000009 to 0.000014
Limestone 0.000004

Iron Ores and Minerals

Siderite 0.0001 to 0.003
Limonite 0.0001 to 0.0002
Hematite 0.00004 to 0.0001
Ankerite 0.00002 to 0.0001
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Table 5.1
Magnetic Susceptibility of Rocks and Minerals (from Reference [5.21) (Cont.)

Typical Sulfide Minerals Susceptibility k/47T (SI)

Arsenopyrite 0.000005 to 0.0002
Chalcopyrite 0.000005 to 0.0002
Chromite 0.000005 to 0.0002
Markasite 0.000005 to 0.0002
Pyrite 0.000005 to 0.0002

Diamagnetic Minerals and Rocks

Aihydrite and Gypsum -0.0000011 to -0.00001
Quartz -0.0000011 to -0.0000012
Sylvite -0.0000009 to -0.0000011
Calcite -0.0000006 to -0.0000010
Rock Salt -0.0000004 to -0.0000013

B. Dielectric Mixing Rules

Soils are mixtures of minerals that are the weathered by-products of

rocks. Usually, natural soils contain some water so the way in which dielec-

tric constants combine is important in determining the bulk, or effective,

dielectric constant of the soil at hand. The bulk dielectric constant of any

soil (whether natural or synthetic) determines the electromagnetic visibility

of buried land mir-s and, therefore, intrinsically affects the performance of

any detection system. Once a range of suitable dielectric background charac-

teristics, relatable to conditions actually encountered in the field, is

accepted, mixing rules provide the easiest and most pragmatic approach to

s;pecification of standard test soils.

Ceyer [5.3] has noted that some mixing rules have little broadband

applicability for soils since they are based on systems where little or no

conduction takes place. For example, when one of the components in a compo-

s;ite dielectric is conductive, large (frequency-, temperature-, and salinity-

dependent) polarizations can occur that can be attributed to interfacial

polarizations at the boundaries of the conductive phase. A mixing rule that

does not account for these interfacial polarizations has little broadband
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applicability. Despite the fact that most mixing rules fail in a broadband

sense (since they do not account for all relaxation effects), it is nonethe-

less useful to be able to predict the effective electromagnetic properties of

soils of different lithologies and porosities even over narrower frequency

ranges -- 100 M'1z to 2 GHz in this case -- that affect the signal levels

measured by UHF land mine detection systems.

The purpose of a mixing rule is to allow estimation of the dielectric

properties of a soil (either test standard or soil encountered in the field)

when given measurements of that soil's physical properties only. Its useful-

ness will be limited by its dependence on adjustable soil- and frequency-

specific parameters. An efficacious mixing rule, then, will provide a

convenient means for predicting a test soil's dielectric behavior in microwave

land mine performance testing and in signal level determination. It will also

provide a physically based mixing model that is dependent on measurable soil

parameters and can be used for subsequent development and research.

Generally, all materials can be classified into one of three dielectric

groups. The first of these, to which pure water and ice belong, is homoge-

neous substances. A second group, in which ionic salts are dissolved in

solution (usually water) is electrolytic solutions. The third group, hetero-

geneous mixtures, includes that of wet, lossy soils or multicomponent (lossy

or nonlossy) media of interest here for test soil lanes. The merits of any

chosen background material (standard) for mine test lanes depend not only on

correlation with actual field conditions likely to be encountered but also on

the ease with which its (complex) dielectric properties can be predicted and

controlled for the operational frequency range of interest.

Bl. Function-Theoretic Rules

In general, the average dielectric constant of a heterogeneous mixture

consisting of two or more substances is related to the dielectric constants of

the individual substances, their volume fractions, their spatial distribu-

tions, and their orientations relative to the direction of the incident

electric field vector [5.4). In order to determine the functional dependence

of the average dielectric constant of a mixture to these variables, the

average electric field within the mixture as a whole must be related to the
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clccc-ric fields within the inclusions [5.5]. The problem is that if the

iHclusions are randomly dispersed throughout the host medium, it is not gener-

ally possible to derive an exact solution for the fields within the inclusions

slnc the mutual electromagnetic interactions of the inclusions are dependent

on their positions with respect to each other. Tinga [5.6] gives a review of

vai ous approximations that have been proposed for solving the interaction

,-oblim. These approximations vary from those that ignore short-range inter-

ctions between inclusions (by restricting the validity of the dielectric

,nixng model to only those mixtures characterized by a low concentration of

inclusions) to relations that account for first-order inclusion interactions

by the solution of Maxwell's equations and appropriate boundary conditions

K .6, 5.71. In all cases, the dimensions of the inclusions are much smaller

thmn the propagation wavelength in the host medium. B6ttcher [5.8] gives a

comIprehensive review of dielectric mixing models that includes both empirical

(or semi-empirical) formulations for specific mixtures as well as theoretical

models developed for highly specialized media that contain either ellipsoidal

particle inclusions (spheres, disks, needles) or confocal ellipsoidal

spheroids.

B2. Generalized Heuristic Rules for Soil Mixtures

Natural soils are mixtures of matrix minerals, air, and water. As noted

in (5.3], water in the pore spaces of surface soils consists of two phases.

One of these phases is the bulk (free) pore water. The other is adsorbed

water that is adjacent to the matrix grain surfaces and usually several

molecular layers thick. This adsorbed water is called surface (or bound)

water. The saturation level at which the dielectric constant becomes less

sensitive to water saturation is entirely a function of the amount of surface

water in soil pore spaces; this explains the dependence of the dielectric

constant on soil texture types (particle size and shape distributions) as well

as on the intrinsic porosity of the soil mixture. Of course, the porosity is

Jimply related to the bulk density, and the degree of conductive loss respon-

,sible for electromagnetic wave attenuation is dependent on the salinity of the

pore water which, in turn, depends quite naturally on both the matrix cation

exchange capacity and the soil temperature. The fact that the electrical
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properties of water-saturated soils are frequency dependent is also not

physically surprising since we expect polarization, that is, the orientation

of polar molecules (molecules with asymmetric charge distributions), to occur

in an applied electric field. The mobility of any polar molecule (such as

water) will always depend on the time rate of variation of that field.

Bound water adsorbed to a solid surface has a dielectric response

significantly different from that of free water. This is so because the

molecular mobility of the water molecules has been reduced by physical bonding

to the matrix grain surfaces [5.9, 5.10, 5.11]. Most of the measurement

evidence to date seems to indicate that the restricted moLility causes a

reduction of the static dielectric constant of water adsorbed to the surface

from 80 for free water to about 6 for sorped water [5.10] which is greater

than an order-of-magnitude reduction. Furthermore, surface-bound water

exhibits a relaxation frequency of about 104 Hz instead of 100 GHz, which is

seven orders of magnitude lower than that of bulk water [5.3, 5.12].

Such observations have led McCafferty and Zettlemayer [5.11] to suggest

that dielectric dispersion in the VLF region in systems composed of a solid

and adsorbed water may principally be due to relaxation of the adsorbed water.

However, an equally plausible explanation is that conductivity inhomogeneities

in a soil matrix are responsible for dielectric dispersion and it is not the

rotational mobility of water molecules in the surface water that is important,

but rather the conductivity of the surface layer [5.13, 5.14].

Thus the most general form of a heuristic, predictive dielectric mixing

rule that might be used for soil specifications would separate the volumetric

percentages of bound and free water. The soil mixture is then described

electrically as a four-component system whose constituent components are

linearly combined in terms of the respective volume fractions as

6soil - vME + vae + vbwbw+ vfefw , (5.1)

where v represents volume fraction; the subscripts m, a, bw, and fw represent

soil matrix, air, bound water, and free water; and a is a constant.
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Here we recognize that

= total porosity - (Pr b)Pm = i Pb/pm,

where pm and Pb denote the matrix (solid material) and bulk (air, water,

material mixture) density, respectively, and,

vm =l - (5.2)

va - Sw

Sw = Vbw + Vfw

The two terms involving bound and free water are often combined into a single

term with an empirically determined multiplicative factor of the free water

permittivity in the soil [5.15]. That is,

vbwEb + Vfw.fw w , (5.3)

where the exponent, v, of total water saturation, Sw, is empirically derived.

Substituting eqs. (5.2) and (5.3) into (5.1) and recognizing that C' = I

yields the following relation in terms of porosity and water saturation

- (i - 0) Cm + - Sw + Sw E0 (5.4)Csol . (5.4)-

In terms of the bulk and soil matrix densities, eq. (5.4) may be written

Esoil = (1 - 1 + Pb/Pm) Cm + 1 - Pb/pm + (S f - Sw)

or
Ca - 1 + Pb ( 1) + (S' 6 - Sw) (5.5)Csoil T~m ( il W I)+

where Pb/Pm - vm/vb is the soil matrix volume fraction.

For a - 1, eq. (5.5) is known as a linear model; for a - 1/2 as a

refractive model (since E n is the refractive index); and for a - 1/3

as the cubic model.
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The results of over 500 measurements made by Dobson, et al. [5.15], on

five differing soil types at nine frequencies (from 4.0 Cllz to 18 C|Iz) and for

volumetric moistures, Sw, ranging from 0.01 to total saturation gave values of

v between 1.0 and 1.16 and suggested a refractive model (a = 1/2) as most

suited for soil-water mixtures. This was observed earlier by Shutko and

Reutov [5.161. Hence Sw - Sw and

- 1 + Pb (Em  - 1) i Sw (61h - 1) (5.6)

Combining the effects of bound and free water into one term (eq. (5.3))

reduces the implicit dependence of Esoil on soil type [5.4]; this is not

surprising since clays are expected to have more bound water than, say, sand

grains. In general, however, Esoil and efw in eq. (5.6) are complex quanti-

ties, since attenuative loss due to electrolytic conduction is fundamentally

implicit in natural soils and therefore must be incorporated into test lane

soils for realistic performance testing. In fact, the loss tangent of soil

pore water, which depends on salinity (and temperature), is essentially an

in situ parameter and cannot be ascertained correctly by pore fluid

extraction. These complicating facts will be addressed below.

B2.1 Dry Soil Mixture

For a dry soil mix eq. (5.6) simplifies to

si - + P matrix ) (5.7)

since Sw 0. Or, in terms of the porosity 0 of the soil mix,

Esoi = (1 - ,) Ematrix + 4 E (5.8)

or

fsoil - (G - ) Eatrix + 0,

since Cair - 1 - jO. In this case the soil mixture will have a real

dielectric constant (or exhibit no conductive losses). Therefore, essentially
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no0 t. lcC-t roinagnetic at tenuation will be imposed on field behavior by the

backjround soil medium in the frequency range of interest and detection

syst ems operating at higher relative frequencies would be expected to perform

best, all other factors being equal [5.3]. Examples of dielectric, nonlossy

t(.st soils are dry sands (SiO, or SiC). Frequency-domain measurements of the

dielectric constant on these soils have been reported previously [5.3].

B2.2 Lossy, Fluid-Saturated Soils

For lossy, fluid-saturated soils the dielectric mixing rule becomes more

complicated since both the bulk soil mixture and the pore water become

electrically lossy and attenuate electromagnetic fields. In this case the

tlectriomagnetic fields of a mine detection system operating at a higher

relative frequency would suffer greater attenuation. If the effective skin

depth is too small relative to the burial depth of a buried mine, the detec-

tion system would perform more poorly than a system operating at a lower

frequency. There ate two cases to consider: one where background soils are

only partially water saturated and the other where soils are fully saturated.

B2.2.1 Partially-Saturated Soil Mixtures

The complex dielectric constant of the soil may be written

soil (1 - ) Eratrix + ( Sw) 1ai r + Sw water, (5.9)

whe re

matrix F m, trix (nonlossy)

C r (nonlossy)

ater - [Ewater - j Eate (lossy) , (5.10)

Et water
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l - [ soi J 1 ' (lossy)

- [E so~ 1  (1I j t a ,6 so01 ) f ,  tan t __ soso
Soll

Use of the half-angle relation

t a 16 2 tan 61/2
1 tan" 612

allows a complex dielectric constant ( 5 .I11 j tan)) to be written as

E (I c (1 A - 2 tan t nh
(1 tan )2 2

or

C(1 - j tan-)
(l tan) ' 2

Use of eqs. (5.11) and (5.10) in (5.9) then yields

6iT (1 j tan ) (1 4b) ai +
(1 tan2  )2 

"tix Sw)

Sw ' wae

+ wa E -  [,1 - j tan j

tan' 6*tr5) - 2
2
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s,.p"r ting realI :nd(1 imagi na ry parts yi eld.s

( I - tarC W., mdtx 'I - '
2 w

twdte

(1 - t a t~ PTL2)/t an? (5. 12)

'oi tan 0 SW tan 6wdf,1r2

(1 tan2  J.. ) (1- tan' "L' )
2 2

Both eqs. (5.12) and (5.13) must be satisfied simultaneously. ejs1, tanbsoil,
and E'mtri x are known from measurements. The total porosity, €, and water and

air saturations, Sw, and 0 - Sw, respectively, may be determined by using a

value for the water salinity, S, which is based on the cation exchange

apacity of the matrix soil type. The dielectric constant of the pore water,

Q' is computed from eqs. (2.1i) and (2.20). The loss tangent of the pore

water is then calculated from eq. (2.21). Substituting these values aad the

measured C'oi0 and tan (6s./ 2 ) into eq, (5.13) allows the determination of

Sw from which the total porosity is computed (eq. (5.12)).

B2.2.2 Saturated Soil Mixtures

A more expedient approach is to relate the complex dielectric constant of

the soil mixtre to the water-filled porosity 0. so that we may write

Col = (1 0 ) Catrix + 0. water (5.14)

Use of eqs. (5.10) and (5.11) now yields

1/1-E 1 -.11- (1 - ) E A00n + O (5.15)

(I - tan 2 6)W [1 tan2 6w r ] A
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a nd

ESO' ] tan 2 / t ans6- (5.16)

tan' tan

Again,Ea Eatrx are k,iown from measurements. A value for the

salinity, S, of the pore water is then taken. The real part of the pore water

permictivity, Eater , at temperature T (°C), is then computed from

Eatr = E'wo(T) 0.1556 - 4.13 x 10- 4 S + 1.58 x 10'6 S2 (5.17)

where

E'wo(T) = 88.045 - 0.4141 T + 6.295 x 10 -4 T2  (5.18)

Next the loss tangent of the pore water is calculated from

tan 6water - [Ewater]' [5.66 + 2.65 x 10- 3  S - 4.5 x 10 - ' S2j (5.19)

This initial value of tan Swater is substituted into eq. (5.15) to determine

w" A corrected value of tan(6water/ 2 ) is determined from eq. (5.16) which is

then used to determine a new value for the water salinity and porosity, Ow,

until they converge to constant values. This approach is one commonly used in

geophysics and reservoir engineering to determine both the water-filled

porosity and pore water salinity of rocks from in situ dielectric measure-

ments. For our purposes here, these are the fundamental parameters that allow

us to predict, from a mixing relationship, how attenuative a background soil

is. The important point is that the complex permittivity (both nonlossy and

lossy parts) of the background test medium be the same in performance

evaluations of mine detector systems operating at the same frequency. While

various synthetic substances can be thought of that can simulate the real

field situation of water-saturated soils in terms of the complex permittivity

aL a single frequency, there are few synthetics which, in combination, can

simulate the dielectric behavior of water-saturated soils over a broad range

i:L frPquency.
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B3. Application to Granular Soil Mixtures

As an application to dielectric property prediction of soil mixtures,

consider a two-phase mixture of air and dry sand, where sand consists of

washed quartz grains that have diameters ranging from 0.027 and 0.60 mm.

Recalling eq. (5.7) we write

- i + b (l i)
soi I Pm matrix

For this mixture, Geyer [5.3] and Jesch [5.171 have reported a measured mean

relative dielectric constant, Esoi,, of 2.702 at 300 MHz and for a mean bulk

density, Pb' of 1.540 g/cm3 . Standard deviations for the relative dielectric

constant and mean bulk density were 0.0486 and 0.022 g/cm3 , respectively.

Bussey [5.13, 5.19] has reported E' of silica equal to 3.822, measured at

9 GHz with the use of cavity resonators. Von Hippel [5.20] has reported E'

of (fused) silica at 25°C and at 300 MHz equal to 3.78. Von Hippel's results

show fused silica essentially dispersionless over the frequency range of

100 Hz to 25 Gliz, with tan 6silica - 0.5 x 10' at 300 MHz. Clark (5.21] and

Morpy [5.22] give the matrix density of pure silica, p,, to be 2.203 g/cm3 .

In summary, use of the two-phase refractive dielectric mixing rule yields

a predicted relative dielectric constant

Esoil, predicted - [1 + 0.699 (Ematrix - )]

- [1 + 0.699 (3 .7 8 0 - 1)]2

Esoil. predicted - 2.756

This result differs by 2.1 percent from observed measurements using an

open-ended transmission line with a vector automatic network analyzer. This

difference is probably due to impurities in the quartz sand, which would

affect both Pm and Ematrix.
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B4. NIST Measurements of Electromagnetic Soil Properties

B4.1 Natural Soils

A large number of dielectric measurements on soils have been made by

NIST over the past decade. Jesch C5.17], using frequency domain open-circuit

coaxial transmission line techniques (described in detail in Chapter VI), has

made dieleccric measurements of five different natural soil types. The

textural types were sand, sandy loam, silt loam, clay loam, and clay. Sand is

defined as washed quartz grains having diameters from 0.027 mm to 0.60 mm,

whereas silt is washed quartz grains having diameters between 0.0033 mm and

0.021 mm. The clay used was inorganic (kaolin or bentonite) with plate

diameters less than 0.0033 mm.

The soils used by Jesch [5.17] were constructed as follows:

Sand Texture - 9.5 parts sand, 0.5 parts clay, 0.3 parts silt;

Sandy Loam - 6.4 parts sand, 3.6 parts clay, 2.5 parts silt;

Silt Loam - 2 parts sand, 8 parts clay, 6.8 parts silt;

Clay Loam - 3.2 parts sand, 6.8 parts clay, 3.3 parts silt; and

Clay - 2 parts sand, 8 parts clay, 2 parts silt.

These soil types, which are classified according to particle size and

distribution, are illustrated in fig. 5.1 and 5.2.

The natural soil measurements for the above five soil types were

accomplished for moisture levels ranging from 0 to 48 percent and for test

frequencies from 300 to 9300 MHz. A small but representative sample of the

results are shown in Tables 5.2, 5.3, 5.4, 5.5, and 5.6. Little dispersion

is observed for all soils when Sw - 0.00. However, as water saturation

increases, greater dispersion in E' occurs, particularly as the matrix

particle diameters decrease. From previous discussion, this is expected,

since the ratio of surface water to bulk pore water dramatically increases by

several orders of magnitude.
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Table 5.2 Experimental Results of Dielectric Measurements on Sand as a
Function of Water Saturation Sw and Frequency f [5.17]

SAND

Sw - 0.00 Sw - 0.04 Sw - 0.14

Ef l e  EP

f
(MHz) (Mean) (Std. Dev.) (Mean) (Std. Dev.) (Mean) (Std. Dev.)

300 2.702 0.0486 4.225 0.168 10.458 0.413

500 2.694 0.0492 4.079 0.162 10.641 0.415

1000 2.693 0.0515 4.019 0.165 11.179 0.349

2000 2.695 0.0515 3.940 0.142 9.951 0.334

4000 2.656 0.0419 3.946 0.148 10.544 0.441

9300 2.737 0.0660 3.373 0.198 10.179 1.140

Table 5.3 Experimental Results of Dielectric Measurements on Sandy Loam
as a Function of Water Saturation Sw and Frequency f [5.17]

SANDY LOAM

Sw = 0.00 Sw - 0.06 Sw - 0.24

EI Er El

f
(MHz) (Mean) (Std. Dev.) (Mean) (Std. Dev.) (Mean) (Std. Dev.)

300 2.650 0.040 5.967 0.076 24.527 0.326

500 2.642 0.047 5.407 0.062 24.328 0.185

1000 2.660 0.079 4.909 0.028 22.705 0.625

2000 2.680 0.102 4.408 0.035 21.156 1.072

4000 2.691 0.125 4.301 0.019 15.549 1.560

9300 2.663 0.027 3.813 0.084 9.884 2.400

5-17



Table 5.4 Experimental Results of Dielectric Measurements on Silt Loam

as a Function of Water Saturation Sw and Frequency f [5.17]

SILT LOAM

Sw - 0.00 Sw - 0.05 Sw - 0.10
IE'

f
(MHz) (Mean) (Std. Dev.) (Mean) (Std. Dev.) (Mean) (Std. Dev.)

300 2.340 0.049 4.453 0.097 9.151 0.186

500 2.321 0.051 4.038 0.083 8.083 0.182

1000 2.318 0.059 3.692 0.078 7.458 0.343

2000 2.343 0.085 3.391 0.080 5.573 0.157

4000 2.325 0.044 3.319 0.108 5.275 0.048

9300 2.408 0.094 3.170 0.092 4.065 0.268

Table 5.5 Experimental Results of Dielectric Measurements on Clay Loam
as a Function of Water Saturation Sw and Frequency f [5.17]

CLAY LOAM

Sw - 0.00 Sw - 0.06 Sw - 0.12
C' C' C'

f
(MHz) (Mean) (Std. Dev.) (Mean) (Std. Dev.) (Mean) (Std. Dev.)

300 2.775 0.024 5.667 8.719 0.183 0.186

500 2.760 0.027 5.108 0.138 8.083 0.182

1000 2.773 0.037 4.649 0.101 7.363 0.223

2000 2.771 0.051 4.151 0.065 5.702 0.018

4000 2.758 0.048 4.024 0.156 5.682 0.005

9300 2.708 0.076 3.826 0.122 4.657 0.418
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Table 5.6 Experimental Results of Relative Dielectric Measurements on Clay
as a Function of Water Saturation Sw and Frequency f [5.17]

CLAY

Sw - 0.00 Sw - 0.06 Sw - 0.12

f

(MHz) (Mean) (Std. Dev.) (Mean) (Std. Dev.) (Mean) (Std. Dev.)

300 2.717 0.052 6.030 6.034 10.676 0.204

500 2.703 0.053 5.399 0.015 9.402 0.186

1000 2.721 0.065 4.952 0.058 9.871 0.807

2000 2.721 0.068 4.187 0.005 6.294 0.124

4000 2.732 0.105 4.289 0.085 5.642 0.823

9300 2.677 0.052 3.754 0.053 5.185 0.950

B4.2 Synthetic Soils

A further extensive study of permittivity measurements has recently been

accomplished at NBS for synthetic soil materials that might be used in land

mine validation testing. These measurements were also performed in the

frequency domain, using open-circuit coaxial transmission-line techniques.

Data wtr collected for wetted sands and various silicon carbide (60-grit) and

sand mixtures, as well as for silicon carbide and aluminum powder mixtures,

over the frequency range of 50-750 MHz. A brief summary of the results is

given here.

Initially, the coaxial line was filled with tap water at 20°C in order to

verify the experimental procedure and calculations. Calculated permittivity

and loss tangent from 50 MHz to 1.20 GHz are shown in figure 5.3, validating

laboratory procedures.

Dielectric dispersion curves for wetted sand samples (water saturations

varying from 4 percent to 14 percent) are given in figures 5.4, 5.5, and 5.6.

The dielectric constant predictably increases as water saturation increases,

with dispersion evident principally at frequencies less than 150 MHz. In

addition, the permittivities at 600 MHz of a 5 cm section of various water-
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saturated sands were measured as a function of drying time at approximately

20°C. These results, illustrated in figure 5.7, show that host soil

permittivities can vary by as much as a factor of 2 over a 72 h drying time.

Hence, if wetted soils are used for test beds, the host permittivity should be

measured at the tirre of validation testing so as to properly compare different

detection systems.

Various mixtures of silicon carbide and sand were also examined and the

results are given in figures 5.8, 5.9, 5.10, 5.11, and 5.12. The loss tangent

increases slightly with increasing frequency as opposed to the case of wetted

sands, where the loss tangent either remained constant or decreased with

frequency. Provided these silicon carbide mixtures have little conductive

(lossy) material in them, almost no dispersion is evident. Therefore, by

controlling the sand-silicon carbide mix, we may simulate a host medium whose

effective permittivity ranges from 3 to 13 but remains constant over the

50-750 MHz range (for any given mix) for plastic land mine validation tests.

The addition of conductive aluminum powder to silicon carbide yielded

expected dispersion, as seen in figure 5.13. In fact, addition of even

5 percent aluminum powder (by mass) caused dispersion to be evident at

frequencies as high as 500 MHz. Hence, if conductive constituents such as

aluminum powder are added to host test lanes, the dispersion characteristics

of the lossy test media should be known a priori so that detection systems

operating at different frequencies may be compared properly (just as for

wetted soils).

C. Use of Loose Matrix Synthetic Soils for Narrowband or Fixed Frequency
Test Lanes for Nonmetallic Buried Obiects

The point of the discussion on polarization mechanisms and relaxation

processes is to provide insight into the frequency dependence of E4 for soil

materials. Because the frequency dependence of C' for most soil materials is

generally flat from 1 MHz to 1 GHz, there is valid justification for specify-

ing synthetic test soils since their constituent electromagnetic properties

may be more controllable. A preliminary suggested set of standard background

media is given in Table 5.7 for plastic mine detector validation testing.
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Table 5.7 Preliminary Set of Standard Background Media for Plastic Mine
Detector Validation Testing

Background Medium Dielectric Constant, E' Loss Tangent, a/wE'

Dry Silica Sand 2.8 ± 0.05 0.01

Mixture: 40% SiC,
60% Dry Sand 5.0 ± 0.2 0.013 ± 0.002

Mixture: 80% SiC,
20% Dry Sand 10.0 ± 0.4 0.018 ± 0.003

In the natural soil environment encountered by the foot soldier, both

conduction and dielectric mechanisms influence mine detector signals. The

common factor affe cting both conduction and dielectric mechanisms is the water

saturation, Sw. Thus, in standard background test media it is critical to

control and/or to know water saturations. As a matter of test procedure, mine

lanes for UHF detectors should not only be enclosed in an electromagnetically

anechoic environment (to avoid spurious noise reflections off metallic

objects), but also one which is shielded from the varying influences of

uutside weather that affect Sw.

D. Use of Loose Matrix Natural Soils for Test Lanes for Metallic Buried
Obiects and Broadband Systems

The use of synthetic soils for test lanes for single-frequency metal

land mine detectcrs may also be justified in terms of greater control of

constituent properties governing detector signals. Since these detectors

generally operate at a frequency around 2500 Hz, there are usually no signi-

ficant attenuation problems in sensing metallic mine signals at burial depths

that may be as great as I m, even for a relatively conductive (aH - 0.1 S/m)

soil or for that which is magnetically permeable (g. - 1.4 go). Suggested

background media for single-frequency metal mine detectors are given in

Table 5.8. Because the conductivity contrast between a metallic mine and

almost any conceivable natural soil is so high (effectively infinite for

analysis purposes), requirements on testing environments for metal mine

detectors are much less stringent. That is, test lanes for VLF or ELF single-
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frequency metal mine detectors need not be in an anechoic environment nor do

they need to be shielded from the influences of outside weather.

Table 5.8 Preliminary Set of Standard Background Media for Metal Detector
Validation Testing

Background Medium Relative Magnetic Permeability, u/1o

Dry Sand 1.00

Mixture: Dry Sand with
30% Magnetite 1.35

Signals measured by both single-frequency plastic mine UHF and metal mine

VLF detectors are sensitive only to the volume of the buried land mine. In

order to gain shape information (and therefore minimize false alarms due to

ground clutter), future detectors must be developed that are broadband in

design and measurement -- a fact well recognized in radar work. As such

development proceeds, the sensitivity to complex permittivity contrasts (mine

visibility), affected by dielectric relaxation processes, becomes relevant in

understanding detector performance and in specifying optimal system bandwidth.

The use of synthetic or natural soils in test lanes for broadband system

validation should be approached with caution. Natural soils often depart

drastically from Debye behavior (single relaxation dielectric dispersion) at

frequencies less than 1 MHz. Furthermore, broadband dispersive character-

istics of synthetic soils (in the ELF or VLF frequency range) may not compare

to that of natural soils commonly encountered by the field soldier.

Thus, although it would be desirable to have background test material

that is electromagnetically analogous to those situations commonly encountered

in the field, it is equally desirable to have test soils that can be

accurately specified, and whose properties can be closely controlled and

measured. On account of these two requirements, it is expedient to examine in

more detail the dielectric characteristics of water saturated soils with a

view toward understanding those parameters that can be controlled and are

responsible for governing electromagnetic field behavior. At the very least,

such an examination should provide insight into how natural soils might be
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used in performance testing of broadband mine detection systems or in

predicting how they may differ from the suggested set of standard background

media given in Tables 5.7 and 5.8.

E. NIST Recommendations and Conclusions

El. Natural Loose-Matrix Soil Standards

Natural loose-matrix soil standards have the advantage of possessing

identical electromagnetic properties (r' Cr and o) to soils found in the

field. However, these natural soils have the following disadvantages.

1. Water Content Variation -- It is very difficult (if not impossible)

to consistently control the water content of a natural loose-matrix

soil. Even small changes in water saturation, Sw, can have a very

large effect on the dielectric constant of the soil.

2. Water Gradient Variation -- Even if some method were eventually

determined for accurately and consistently controlling Sw, there is

still a problem with the fact that Sw is a function of depth in the

soil. This function is, in general, unknown but is related to

gravity and soil texture and type.

3. Reproducibility -- It would be very difficult to find sources of

natural soils which would be sufficiently uniform to serve as

standards.

4. Soil Density Variation -- It is also very difficult to control

the soil density (compaction) of a natural loose-matrix soil.

These variations lead to an undesirable inhomogeneity in the

electromagnetic properties of the background medium.

5. Soil Density Gradient Variation -- Similarly to the water gradient

problem, the effects of gravity will lead to soil density stratifi-

cation with a resulting increase in the values of the electromagnetic

constituent properties of a natural loose-matrix soil as a function
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of increasing depth. Although, for some tests, it may be desirable

to simulate realistic soils by purposefully introducing this gradient

variation, it should be controllable.

6. Target Position and Orientation -- The use of natural loose-matrix

soil standards makes it very difficult to place targets in the medium

with precisely controlled depths and orientations. Thus, repro-

ducible tests would be almost impossible to conduct.

7. Surface Irregularities -- The use of natural loose-matrix soil

standards would make it very difficult to control the surface

smoothness (or profile) of the medium. Tests demanding smooth

surfaces as well as those with purposefully irregular surface

profiles (surface clutter tests) would be difficult or impossible.

8. Contamination -- It would be very difficult, over time, to prevent

contamination of loose-matrix natural soil standards or even to

detect that contamination had taken place.

E2. Synthetic Loose-Matrix Soil Standards

Synthetic loose-matrix soil standards would be an improvement over

natural soils in that disadvantages 1, 2, and 3, above, could be eliminated.

However, disadvantages 4 through 8 still apply, and, in addition, these

synthetic soils have other disadvantages as follows:

i. Property Deviation with Frequency -- Although it is possible to

synthesize a given natural soil's electromagnetic properties over

a narrow frequency range with a mixture of dry materials, such as

silica sand and silicon carbide, it is not possible to synthesize a

natural soil that would duplicate the natural soil's properties over

a broad range of frequencies. (A range of 100 kHz to 5 GHz would be

desirable.) Therefore, for adequate detector testing, a number of

different synthetic soil lanes would be required to simulate the

properties of just one natural soil.
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2. Temperature Dependence -- Since there is a wide variation in the

dielectric constant of water as a function of temperature, it would

be very difficult to create a dry synthetic material mixture which

would track damp or wet natural soils over even a small range of

ambient temperatures.

E3. Liquid Soil Standards

NIST's conclusion with respect to liquid soil standards is that, although

this approach is probably not impossible, it is impractical. It is very

likely impossible to simulate all desired electromagnetic properties of

natural soils with liquids, and simply the mechanics of attempting to perform

detector tests over a large tank filled with liquids would be extremely

difficult and, perhaps, dangerous.

E4. Rigid-Matrix Soil Standards

NIST recommends that, as future work, a set of rigid matrix soil

standards be developed and installed at Ft. Belvoir. (See Chapter VIII.)

These soil standards, as presently envisioned, would consist of portable

bricks (with or without standard or realistic targets embedded within)

fabricated from mixtures of epoxy (or some other suitable binder), water.

salts, silica sand and/or polystyrene beads. These standards would possess

none of the disadvantages of loose-matrix natural or synthetic soils. In

addition, preliminary experiments at NIST indicate that a very wide range of

values for electromagnetic properties can be obtained with these bricks, and

these properties should track those of natural soils over a very wide band of

frequencies and temperatures.
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Figure 5.1 Particle properties for different soil types.
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Figure 5.2 Particle distribution for different soil types.
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Figure 5.4 Measured permittivity and loss tangent vs frequency for sand with 4% water.
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Figure 5.5 Measured permittivity and loss tangent vs frequency for sand with 8% water.
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Figure 5.6 Measured permittivity and loss tangent vs frequency for sand with 14% water.
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PERMITIVITY OF 5 CM SECTION OF WET SAND AS

FUNCTION OF WATER SATUIRATION AND DRYING TIME
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Figure 5.7 Measured permittivity at 600 MHz vs drying time at 20* C for various sand & water

mixtures.
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SILICON CARBIDE & SAND MD(TURE
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Figure 5.8 Measured permittivity and loss tangent vs frequency for 100% silicon carbide.
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SILICON CARBIDE & SAND MIXTURE
90% Si( 10% Sand
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Figure 5.9 Measured permittivity and loss tangent vs frequency for 90% silicon carbide 10% sand

mixture.
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SILICON CARBIDE & SAND MIXTURE
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Figure 5.10 Measured permittivity and loss tangent vs frequency for 80% silicon carbide 20% sand

mixture.
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SILICON CARBIDE & SAND MIXTURE
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Figure 5.11 Measured permittivity and loss tangent vs frequency for 70% silicon carbide 30% sand

mixture.
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SILICON CARBIDE & SAND MIXTURE
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Figure 5.12 Measured permittivity and loss tangent vs frequency for 100% sand.
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SILICON CARBIDE & ALUMINUM MIXTURE
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Figure 5.13 Measured permittivity and loss tangent vs frequency for various silicon carbide & aluminum powder mixtures.
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VI. TEST INSTRUMENTATION AND PROCEDURES FOR STANDARDS

A. Introduction

The measurement of mine detector performance generally requires that

certain specified tests be carried out with test targets buried in a carefully

controlled environment or test lane. For tests of plastic object detectors

that use UHF or microwave frequencies, the returned signals are very much

weaker than the transmitted signals. This makes it imperative that the test

procedures be designed so that we can obtain consistently similar results for

the returns from a given combination of test target and background medium.

Unfortunately, test conditions vary over time -- especially if the test lane

contains damp soil. In this section of the report, -.e briefly review various

laboratory methods for determining the electromagnetic properties of target

and background materials. We then describe methods for simulating the

electromagnetic properties of damp, sandy soils with dry materials. We also

describe methods for accurately determining the electromagnetic properties of

such dry materials and for the long-term monitoring of the properties of test

lanes composed of such materials.

Dielectric measurement techniques have a long history [6.1-6.3] and will

be briefly mentioned here. Afsar, Birch, and Clarke [6.4] give a compre-

hensive review of techniques developed over the past two decades to measure

dielectric properties of materials in the frequency range 1 MHz-1500 GHz.

Frequency domain laboratory techniques often employ propagation

measurements in a waveguide transmission line containing the dielectric.

Measurements of the input admittance of a shielded open-circuited coaxial line

filled with the material are common [6.5]. Depending on the frequency range

of interest, the admittance at the plane of the sample holder connector is

measured by a capacitance bridge (kilohertz range), Schering or twin T bridges

[6.6] (up to 200 MHz), or an Automatic Network Analyzer (ANA) (0.5 MHz-

18 GHz). These admittance values are then converted by suitable formulas into

complex permittivity, loss tangent, and so on. Closed cavity resonator

techniques are also used for permittivity measurements in the microwave region

[6.7-6.11]. As the frequency range of interest becomes still higher (greater

than 20 G11z) open cavity resonator techniques are used [6.12-6.21), since at
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the higher frequencies the open resonator can be made fairly small and the

high Q values required for the measurement of low dielectric loss are easily

attained.

Time domain laboratory methods for dielectric spectroscopy are also

undergoing rapid development [6.22-6.281. These methods typically make use of

a reflected wave off a length of air line, part of which is filled with the

material to be tested. The complex permittivity is determined from the

measured reflection coefficients.

B. Laboratory Sample-Holder Measurements of the Electromagnetic
Properties of Materials

Bl. Dielectric Measurements Using Open-Circuit Coaxial Lines

Bussey [6.5] and, more recently, Jesch [6.29] have made measurements of

the dielectric properties of materials using open, coaxial sample holders.

The design of the sample holders, fabricated from 14 mm, 50 11 precision

coaxial air line and equipped with a 900-BT precision coaxial connector, is

shown in fig. 6.1. Essentially, soil conductivity and permittivity is deter-

mined by the construction of a section of coaxial transmission line, as illus-

trated in fig. 6.1, with the soil serving as the lossy dielectric environment

for the electromagnetic fields produced within the transmission line.

The impedance, zin, at the input end of a transmission line has a

characteristic impedance zo and termination impedance ze, given by

z z Zze + z o tanh-y (.1zi. - zo  6i
Sz o + ze tanhyt '

where 7 - a + j# is the complex propagation constant of the transmission line,

and P are the respective attenuation and phase constants of the transmission

line, and i is the length of the transmission line. When the termination

impedance is 0 (short circuit at the termination), eq. (6.1) becomes

Zin, short circuit - zo  tanhyt (6.2)

whereas when the termination is an open circuit we have
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Zin. open circuit - zo [tanh/t]-' . (6.3)

Dividing the short circuit input impedance by the open circuit input impedance

yields

Zin, short circuit = tanh2 ('yi)
Zin, open circuit

or

i tan 1  /Zin, short circuit (6.4)
g in, open circuit

or

_ . In 1 + ./Zin, short circuit/Zin, open circuit
2t 1 - V/Zin, short circuit/Zin, open circuit

= 1- In 1 + ;Zin short circuit/Zin, open circuit
21 -!z in, short 'circuit/Zin, open circuit

+ .. phase + /zin short circuit/Zin, open circuit + 2n r (6.5)
21 - v/Zin, short circuit/Zin, open circuit

n = 0, +1, +2.....

Hence the attenuation constant a of the transmission line is

a - In 1 + TZin, short circuit/Zin, open circuit (6.6)
21 1 - Zin, short circuit/Zin, open circuit
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and the phase constant 0 is

1 + n rt circuit/Zin, on7T-. 1 phase shrtoe-crci . (6.7)
te1 1- Z in, short circuit/Zin, open circuit 

The TEM characteristic impedance zo of the coaxial transmission line is

Zo- jwp In(b/a) (6.8)

where b,a are the outer and inner diameters of the coaxial line, respectively.

From Ampere's law,

V x H - (a - jwE) E , (6.9)

and Faraday's law,

V x E - jwp H , (6.10)

we see that

7 -- jwp (a - jwC) , (6.11)

so that from measurements of a and P conductivity and permittivity are easily

obtained,

'(w) - 2 f/(oI) , (6.12)

E(w) - (a2 _ p2)/(w 2M) (6.13)

The results of a series of measurements using this open-ended coaxial

holder technique are shown in fig. 6.2. The technique is well-suited to

making measurements of the dielectric properties of granular mixtures.

Figure 6.2 shows data obtained at 600 MHz for various mixtures of sand and

silicon carbide as the percentage of sand is varied.
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B2. Permittivity and Permeability Measurements with a Two-Port Measurement

Technique

As described more fully in Appendixes VI.A and VI.B, the complete

electromagnetic proportion of materials can be obtained over a wide range of

frequencies with a two port measurement set-up. We made a large number of

measurements using an Automatic Network Analyzer (ANA). This particular

system [6.30] is composed of an S parameter test set, sweep frequency gener-

ator, and a control computer. The system is capable of determining S para-

meters over the frequency range of 45 MHz to 26.5 GHz. We made all of our

measurements between 50 MHz and 1.05 GHz. Before taking any data,

calibrations were carried out with three standards: a precision short, an

open circuit, and a 50 f) matched load. These standards were all terminated in

3.5 mm connectors on the S parameter test set. We used a sample holder made

from a 10 cm length of precision beadless 14 mm air line. The holder was

terminated with GR-900 connectors. Samples of plastic material were machined

on a lathe so that they fitted very precisely between the inner and outer

conductors of the holder. Samples of the Teflon and nylon used to make test

targets were prepared in this way. To measure the properties of a given

sample, one of the GR-900 connectors was removed from the line and the

machined sample was then inserted. The distance from the end of the holder to

the sample was measured with a depth gauge and recorded before reattaching the

GR-900 connector. The holder was then carefully connected to the ANA. See

fig. 6.3.

Measurements of all four S parameters were taken over the frequency

range from 50 MHz to 1.05 GHz for each material at 5 MHz intervals. This

yielded 201 data points per plastic sample. The time required typically did

not exceed 15 minutes per plastic sample -- including the time required to

store data on a floppy disk. The data are stored as nine numbers for each

frequency: four complex S parameters (two numbers each) and the frequency

(one additional number).

All data are analyzed using a program written in BASIC. The program

prompts the user to input the following quantities: (1) the number of data

Appendix VI.A, attached.
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points, (2) the length of the sample holder in meters (0.0994), (3) the length

of the sample, (4) the distance from the S, end of the sample holder to the

sample, and (5) the distance from the S2 end of the sample holder to the

sample. The values given in (2)-(5) above are used to rotate the electrical

phases from reference planes located at the GR-900 connectors to corresponding

planes located at the S, and $22 ends of the sample located inside the holder.

The program asks the user for a file name before retrieving the

information from the disk. Values for $21 and S,2 (after reference plane

rotation) are displayed on the screen, as well as magnitude and phase differ-

ences. Since the system should be symmetrical after phase plane rotation,

these differences should be close to 0. A set of differences significantly

greater than zero indicate that one or more of the lengths entered in (2)-(5)

above need adjustment, or that various system calibrations have not been

properly performed.

The user can request that either the S,1 S2 products or the S22 S12

products be used in the calculations. We used both sets of data; accordingly,

there are pairs of overlapping curves for each of the four quantities shown in

figures 6.4 and 6.5. The program calculates values of the complex permit-

tivity and permeability for the sample according to formulas given in

Appendix B. At this point the program will, at the user's option, print the

results before saving them on the disk. The stored values are used later to

produce graphs.

B3. Procedures for Determining EM Properties of Test Soils

Measurements of the permittivity and permeability of granular samples

(such as dry sand and SiC sand mixtures) are done with methods similar to

those described earlier in the section on plastic test targets. Two thin

plastic washers are used to confine the material inside the sample holder.

The procedure we have adopted involves first inserting a Teflon washer (14 mm

diameter, 1.5 mm thickness) into one end of the beadless air line. A measured

volume of the sample is then poured in from the other end while gently tapping

the body of the holder to allow the sample to settle. A second 1.5 mm Teflon

washer is inserted and pushed firmly into place using a metal tube. The

distance from the end of the holder to each of the Teflon washers is then
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measured with a depth gauge and recorded. The GR-900 precision coaxial

connectors are reattached to the sample holder which is subsequently connected

to the ANA (using GR-900/SMA adaptors and precision coaxial cables).

Figure 6.3 shows the measurement setup. Examples of the measurements made on

dry sand and on a 60%/40% mixture of dry sand and SiC are shown in figures 6.6

and 6.7.

Errors can be reduced by exercising care in sample preparation. The

material between the Teflon washers must be free of voids or air gaps. The

washers must be machined so that they present a flat face to the air on one

side and to the particulate material on the other side. Washers must be

placed correctly in the holder with the plane of the washer perpendicular to

the center conductor. We tried to make the washers we used as thin as

possible -- yet with sufficient material to maintain adequate rigidity. The

washers are considered to be a part of the sample by the analysis program;

their use may introduce errors if the material under test is electro-

magnetically very dissimilar. The method used for calculating permittivities

and permeabilities also requires that the sample be less than one-quarter of a

wavelength long. This limits the length of the sample which can be used or

limits the frequency range which can be analyzed for materials of high

dielectric constant. Very lossy materials (for which no significant trans-

mission through the sample holder takes place) would also be difficult or

impossible to characterize. Finally, for solid samples, care must be taken to

insure that the samples fit tightly in the holder to minimize contact

resistance.

C. In Situ Methods

A number of investigators have, with varying degrees of success,

attempted to develop probe methods for determining the electromagnetic

properties of soils. A report [6.31] outlines the measurement technique and

the construction details for a two-frequency, in situ probe which can be

inserted into holes bored into clay or loose soil. The instrument is reliable

and easy to use. It is powered by two nine-volt transistor radio batteries

and is portable. Measurements at UHF frequencies should be accurate to within

10% for conductivity and permittivity. Dalton et al. [6.321 used a parallel-
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electrode probe on the end of a parallel wire transmission line, with time

domain reflectometer equipment for a read-out of soil moisture and electrical

conductivity. The analysis assumes that the permittivity and the conductivity

are independen. of frequency, that the soil has a low loss tangent, and that

the end of the parallel-electrode probe is a perfect open circuit at all

frequencies. There are conditions (such as in dry, salt-free sand) for which

the method might give some useful, qualitative information.

There are a number of other methods for determining the electromagnetic

properties of materials in situ [6.33-6.37]. More recently, Scott and Smith

[6.38, 6.39] have shown how to use monopoles and more complicated probes to

measure the electromagnetic properties of granular and liquid materials.

Another approach, used in the petroleum industry, involves placing cavity-

backed antennas on borehole instruments. With this technique, the transit-

time and the attenuation of the electromagnetic waves are measured -- from

which the complex permittivity can be determined at a fixed frequency.

We have studied the information available and concluded that the four-

terminal ANA method -- although less convenient thdn in situ schemes -- is

still the best measurement scheme for general use. We recommend that this

method be used to measure not only the electromagnetic properties of test

targets bi.kt also that of the background media.

D. Measuring the Electromagnetic Properties of Magnetic Materials

Many techniques for the measurement of the magnetic properties of

materials are available [6.40-6.42]. Most techniques for determining magnetic

susceptibility involve placing the sample in a weak uniform and time-varying

source field (less than 4 x 10' A/m) which does not saturate the sample, so

the initial susceptibility obtained is independent of the magnetizing field

and hysteresis effects are avoided. As Anderson [6.431 has noted, measurement

techniques often involve balancing a Maxwell inductance bridge with the sample

inserted into one solenoidal inductance arm of the bridge (figure 6.8).

Another approach is to note the change in mutual reluctance between two coils

set up in a coaxial or orthogonal relation to each other when the magnetic

sample material is placed near the coils, calibrating the system with a

standard of known susceptibility and normalizing sample size to an equivalent
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half-space composed of material of identical susceptibility to the sample's.

One paramagnetic standard often used for calibrating susceptibility bridge

measurements is ferrous amonium sulfate FE(NH4 )2 (SO 4 ) 2 .6H 20, with a molecular

weight of 392.15. The susceptibility of this salt is 32.6 x 10-6 x 4ff

SI units/g.

Figure 6.8 shows a typical susceptibility bridge which detects an

inductance change in test coil, C2, by action of the coil's field on a sample

having unknown susceptibility. Coils C, and C2 are solenoids carefully

matched for inductance. M, and M. are identical variable inductors. In

operation, the bridge is balanced with no specimen in either coil through

variable resistor R and inductor M,. The specimen is then inserted into C2

(test coil) ard the bridge balanced with inductor M2 where the inductance

adjustment is proportional to the susceptibility. Calibration of the induc-

tance M2 may be achieved by balancing the bridge with a test tube containing a

known weight of a paramagnetic compound such as ferrous ammonium sulfate of

known susceptibility in the coil C2* Calibration is simply accomplished by

balancing the bridge with inductor M2 when the tesu standard is placed in C2.

The test tube is then removed and bridge balanced with variable inductor M,.

The same test tube with the same amount of the same standard substance is

again inserted into coil C2 and the bridge balanced with M2. This process is

repeated throughout the inductance range of C2 so as to obtain a calibration

curve referred to the known standard. If ferrous ammonium sulfate is used, it

should be kept in a fresh, sealed bottle since the salt is slightly

hygroscopic.

In these techniques, the sample is energized with a low-frequency field.

This field must have a low-enough frequency that no conductivity response of

the sample will be observed. A model which provides a general rule of thumb

for the highest usable ac frequency is that of a conducting permeable sphere

in a uniform alternating magnetic field,

H = H0e-Jwt , (6.14)

as shown in figure 6.9. Ward [6.44] has slightly rewritten (for e-Jwt time

dependence) Wait's [6.45] original results for the in-phase M and out-of-phase
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N componcits of the induced dipole moment of a sphere in a uniform alternating

magnetic field when the wavelength in the external host medium is much greater

than the radius of the sphere (I IaI << I where 1, = [jwAoa + wztE,]Y)

2p 2 (tane - a) - ,(a - tana + a 2 tane)

2p 2(tana - a) + 2p,(a - tana + C
2tana)

= (j wps2c) wa. (6.15)

The in-phase and quadrature components of the induced dipole moment of a

sphere are shown plotted as a function of the response parameter of a sphere,

= (Wap2) 'ia, in figure 6.10. These components are shown in parametric

fashion for aj/j, = 1 (free space) to pj2Ij1u = 1000 (steel sphere).

In order that the conductivity response of the sample be small,

fig. 6.10 shows that 0' = (wki 2o,)a should be << i. In the case of pure

magnetite, the permeability u2 is approximately 1.5 x 47 x 10-' H/m and the

conductivity (72 is about 1.5 x 10' S/im. Thus, for a 2.5 cm diameter sphere

and the condition that 0 = 0.1, we find that the maximum allowable frequency

is approximately 400 Hz. The maximum allowable frequency for samples that are

considerably less conductive than pure magnetite may be higher while still

avoiding sample conductivity response. Wait's work [6.45] can also be used to

quantitatively assess detection limits for both conductivity and permeability

contrasts.

A susceptibility meter was used in measuring the susceptibility of a

sand and magnetite mix provided to NIST by Lee Anderson of BRDEC (Belvoir

Research, Developnent and Engineering Center). The sample consists of silica

sand and magnetite of about 30 mesh size. The susceptibility meter is quite

portable (0.5 kg with dimensions of 190 x 80 x 30 mm, operating on one

disposable 9 V battery).

The meter contains two coils placed orthogonally to each other in the

detector head, which is mounted in the bottom of the instrument case (circuit

diagram shown in fig. 6.11). In a nonmagnetic environment the voltage induced

in the receiver coil by the transmitter coil is zero. When a sample is

brought near the coils, a voltage proportional to the magnetic susceptibility
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of the sample is induced in the receiver coil. The received signal is

detected by a phase-locked amplifier and after rectification is sent to drive

an analog panel meter, which is thermally compensated and directly calibrated

for susceptibility. Field strengths are less than 47r x 10 A-turns/m at

1000 Hz so that with the phase sensitive receiver circuit the influence of

electric conductivity in most samples is usually eliminated. As indicated by

Anderson [6.43], calibration is usually done for a half-space geometry, which

is convenient when measurements are performed in the field. When laboratory

samples are measured, a multiplicative correction factor should be applied

according to the soil sample size. A chart indicating this half-space

correction factor is given in figure 6.12 from information provided by the

manufacturer.

The silica sand-magnetite mixture's susceptibility (_330 g sample,

-50 mm diameter) was measured and found to be approximately 175000 x 10'

SI units uncorrected for sample size. Using a correction factor of 2.0 from

fig. 6.12, the susceptibility of the 330 g sample is about 350000 x 106

SI units. For mine detection standards, such measurements can provide the

practical property range limits for which detection feasibility of various

mine detection systems can be judged. Similar comments can be made about

other physical property contrast limits, such as complex permittivity (as a

function of frequency), density, and acoustic velocity.

E. Recommendations and Conclusions

We have stressed the importance of accurate test instrumentation for

characterizing the electromagnetic properties of target materials and test

lane media. Time domain methods show considerable promise for rapid and

straightforward measurement of complex permittivity and complex permeability.

We recommend that either time domain or frequency domain Automatic Network

Analyzers (ANAs) be used for this purpose. A considerable body of commercial,

off-the-shelf hardware and software already exists. The listing for a program

which we have been using is provided as Appendix VI.A.

We are aware of the Army's desire for in situ measurements of p and c.

The need for such measurements in areas far from laboratory facilities and

where mine detectors are to be subjected to field testing is well established.
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We suggest that for permeability measurements the method described in

Section D of this chapter be used -- and that a laboratory network analyzer be

used to calibrate all such portable instruments beforehand. We are not aware

of any in situ techniques for measuring u and C which are both accurate and

wide-band. Perhaps some can be developed in the future. In the meantime, we

recommend that the permittivity measurements continue to be performed with

coaxial sample holders as described in Section B.2 and Section B.3.
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VII. OBJECTIVE MEASURES OF DETECTOR PERFORMANCE

A. Introduction

Parameters affecting performance evaluations of electromagnetic mine

detection systems may be divided into two main categories. In the first

category are those factors that are not directly concerned with the detector's

ability to find targets. Some of these parameters are cost, weight; battery

life, reliability, ease of operation, and ease of repair. Any attempt to

assign an overall figure of merit to a detector system should include weight-

ing factors for this category of parameters, but this task is not within the

expertise of NIST personnel and is best left to the Army.

The second category consists of those factors that do affect the

detector's ability to find targets. Within this category, we may consider two

different classes of performance measures. The first class addressed in this

chapter is detector-based performance measures. These include such parameters

as noise levels, detector dynamic range, operating frequency, bandwidth,

sensor height and tilt angle. The second class addressed is target-based

performance measures. These measures are essentially detector-independent and

include such parameters as target-earth permittivity (or conductivity or

permeability) contrast ratio, target size, target depth, and target shape.

What follows in this chapter is a discussion of detector-based performance

measures, target-based performance measures, and recommendations for detector

tests within both classes.

B. Detector-Based Performance Measures

Bl. Noise Factor of Mine Detectors

If there were no noise at the receiver input of the mine detector and

none were generated by the receiver, sufficient amplification would result in

the detection of any signal, even for a small contrast between the electro-

magnetic properties of the land mine and host soil. In reality, noise is

always present; consequently, amplification of a signal results in amplifica-

tion of noise as well. Furthermore, the minimum detectable signal power in

the receiver is limited by noise which can be attributed to the following
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internal and external sources: (a) equipment noise (amplifier or sensor

noise); (b) cosmic and atmospheric noise picked up by antenna; (c) man-made

interference (machinery, other radio transmitters), and (d) ground clutter.

If these noise sources were the only limiting factors affecting mine detec-

tion, then a suitable requirement .ould be that tne secondary electromagnetic

fields due to the presence of a land mine would not be exceeded by these noise

sources.

B1.1 Ideal System Noise Factor

The system noise factor of any ideal receiver may be simply defined as a

measure of the degradation of the signal-to-noise ratio as the signal passes

through the receiver (which depends on the design of the input stages and

frequency of operation of the receiver). The system noise factor, SNF, of a

mine detector is defined, therefore, as the power ratio of (S/N)in to (S/N)out ;

that is,

(S/N) 1 nSNF 1 0 log1 0 (S/N)out (7.1)

For an ideal receiver (S/N)i n - (S/N)out, so SNF - 0 dB. Equation (7.1) is a

measurable quantity for evaluating mine detector performance and, in general,

depends both on operating frequency and another measurable quantity of the

system, its dynamic range.

B1.2 Overall Operating Noise Factor

For a general receiving system free from the spurious effects of ground

clutter, the operating system noise factor [7.1-7.3] is given by

f - fa + (t c - l)( To) + c - I)( T) + tct(fd - 1) , (7.2)
0 0

where fa = the external noise factor defined as

fa - Pn/KTob - Ta/To (7.3)
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Pn = noise power available from an equivalent loss-free antenna in watts,

K - Boltzmann's constant - 1.38 x 10-23 J/K,

To - reference temperature, taken as 288 K,

b - effective noise power bandwidth of the receiving system in hertz,

Ta - effective antenna temperature in presence of external noise,

fc = antenna circuit loss (available input power/available output power),

TC = actual temperature, in kelvins, of the antenna system and nearby ground,

it = transmission line loss (available input power/available output power),

Tt - actual temperature, in kelvins, of the transmission line,

fd = noise factor of the receiver,

Fa = the external noise figure defined as

Fa = 10 log fa (dBW)

Fd = the noise figure of receiver defined as

Fd - 10 log fd (dBW)

If Tc = Tt - To, eq (7.2) becomes

f fa -I1 + 1 
c t t fd (7.4)

where fc I + ('c - l)( T ) (7.5)
0

is the noise factor associated with the antenna circuit losses and

T
ft 1 1 + (' t - l)()To (7.6)

is the noise factor associated with transmission line losses. For no antenna

circuit or transmission line losses, f is given by

f - fa 1+ fd (7.7)
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Internal system noise can be closely controlled by the manufacturer for most

mine detection systems and may be quickly determined by BRDEC in validation

testing. External noise sources are less controllable; of these, atmospheric

and ground clutter are the least controllable.

B1.3 Atmospheric Noise

Spaulding [7.3] has given the minimum and maximum external noise figure

due to expected atmospheric noise as a function of frequency (from 0.1 Hz to

108 Hz). These are shown in figures 7.1 and 7.2 and take into account the

entire earth's surface, all seasons, and times of day. In the frequency range

0.1 Hz-10 kHz (that of most operating metal mine detection units), there is

very little seasonal, diurnal, or geographic variation. The variability in

the 100-120 kHz range is principally due to the variability of the earth-

ionosphere waveguide cutoff.

Relation (7.3) can be written

Pn = Fa + B - 204 dBW , (7.8)

where Pn = 10 log pn, B = 10 log b, and 10 log KTo = -204. Lauber [7.4] has

given the expression for the vertical component of the rms electric field

strength for a half-wave dipole in free space.

En = Fa + 20 log fMHz + B -99.0 dB (,uV/m) (7.9)

If we use a conversion factor of 1 14V/m = 33 pT for relating electric field

strengths to orthogonal magnetic field strengths and note that figures 7.1 and

7.2 may be used for vertical as well as horizontal magnetic field strength

noise levels [7.5] at any frequency and any effective antenna temperature, an

approximate value for the magnetic field strength atmospheric noise is given

by

Hn - 47r x 0- /b (7.10)
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or

Hn A 0. 1 nT 4N.

Cohn [7.6] has used the above nominal value for Hn to plot primary coil

ampere-turns-per-coil diameter required to achieve a specified detection range

for a normalized target size of unity when external atmospheric noise is the

only limiting factor. An operating metal detector frequency of 2.5 kHz is

close to a local minimum of the external noise figure shown in figure 7.1

(127 dB), which takes into account the entire surface of the earth, all

seasons, and all times of day. Therefore, it is an optimal operating

frequency with respect to noise figures based on atmospheric sources. Figures

7.1 and 7.2 may be used in specifying the external atmospheric noise figure

for any operating frequency and effective antenna temperature.

A report [7.7] on the noise factor for mine detection systems where

signals due to ground clutter are specifically excluded has been written. In

this paper, an example is taken to show how analytic work may be used with

external atmospheric noise measurements to predict whether a given system

operating at a specified frequency and effective temperature would allow

detection of metal mine targets of npecified sizes. In another report [7.8],

Geyer has pointed out that chere are optimal operating frequencies that

maximize the quadrature-induced multipole moments of buried metallic spheres

for any permeability and conductivity contrast between the sphere and host

soil and for a buried sphere with any diameter. Thus, there is a means in

metal-mine detection to choose an operating frequency that maximizes the

quadrature response for a given size mine target. Together with the results

described here, signal-to-noise ratios could then be determined so as to

predict whether that size target, at a given depth of burial, would yield a

threshold detection signal (signal exceeding overall operating noise factor by

at least 2 or 3 dB).

B2. Detector Dynamic Range

One of the most important measures to be considered in the evaluation of

mine detection systems is the mine detection probability that can be ascribed
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to a given system when the electromagnetic characteristics of the test target

and background soil are specified. The detection probability is defined as

the probability that the (target) signal, if present, will be detected. Given

the electromagnetic characteristics of metallic (or plastic) test standards

and background soil(s), as well as the overall operating noise factor of the

detection system, a threshold detectability level may be ascertained in

principle for any burial depth and size of the test standard.

The function of a mine detection system is to determine the presence or

absence of a buried mine. The maximum sensitivity of any system is governed

by the threshold of detection. This threshold in turn is set at a level based

on a tolerable false alarm rate. A false alarm results from an occa.<,onal

level of noise exceeding the system threshold. Since system sensitivity is of

prime importance, it is necessary to examine the relationship among noise (for

the types of noise previously categorized), bandwidth, threshold, and false

alarm rate.

Threshold and signal-to-noise requirements for mine detection are

reviewec by Geyer [7.71. The probability of a false alarm can be ascertained

once a tolerable false alarm rate and the bandwidth of the detection system

are determined. From the estimated false alarm probability and noise vari-

ance, a detection threshold may be simply calculated. Finally, minimum

acceptable signal-to-noise ratios for any probability of successful detection

and any false alarm probability can then be evaluated. Any mine detection

system having a high threshold of detection (or low sensitivity) would be

given a low figure of merit. Conversely, any detection system that has high

sensitivity, or at least variable threshold levels of detection, would be

given a higher performance rating. High sensitivity for variable detection

thresholds usually mean that the system intrinsically has greater dynamic

range.

A minimal detection requirement is that the signal output from measured

electromagnetic fields perturbed by a land mine (for systems with earphones)

be at least 2 or 3 dB above the overall operating noise factor of the system

in order to be resolvable. Systems that depend on the normal hearing thresh-

old (approximately a rms sound pressure of 2 x 10' N/m2 at 1 kHz), as well as

the smallest discernable change in audible level (2 or 3 dB), are therefore
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inherently limited in sensitivity. This is a critical systems engineering

requirement that should be addressed.

Ensuring signal levels that are at least 2 or 3 dB over the overall

operating noise factor of the system (defining signal as that due to the

presence of a mine) may or may not always be possible, even when the mine is

electromagnetically visible. Such assurance will demand a thorough broadband

analysis of the ground clutter problem, since system internal noise can be

controlled and since system engineering considerations can be used to overcome

external atmospheric noise sources.

B3. Susceptibility to Ground Clutter

While it is possible to evaluate the performance of any mine detection

system under controlled circumstances having minimal or no ground clutter, it

is more difficult to predict the operation of that system on the battlefield.

A mine detection system can be tested and shown to have the highest overall

figure of merit based on weighted experimental parameters discussed to this

point -- but could fail to detect a mine in the field where the external noise

due to ground clutter is high.

Ground clutter includes the natural effects of an inhomogeneius and/or

dispersive host medium in which the mine target resides, as well as effects of

surface roughness. Other types of ground clutter could stem from surface or

buried cultural debris such as spent shells or artillery (see fig 7.3).

Unwanted signals due to ground clutter can be the most important

contributor to the overall operating noise factor. This source of noise,

which can give large numbers of nuisance or false alarms, is currently

difficult to quantify in a meaningful way. Only if there is spatial or

temporal resolvability of the signal in the presence of clutter can there be

hope of taking fruitful measures to minimize the effects of interfering

signals on target signals. Furthermore, it would be useful to know whether,

if any mine detection system incorporated an optimally matched filter as part

of its system design, spectral resolvability exists between the mine target

signal S(w) and unwanted noise signals N(w) -- and, if so, under what condi-

tions. Thus it would be desirable to have a generalized solution to the model

illustrated in figure 7.3 which (1) is broadband (not frequency limited); (2)
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incorporates ground clutt-r: (1) allows spatially variant and dispersive

PH(r;w), EH(r;w), aH(r;w); and (4) can be applied to weak or strong scattering

targets.

Such an analysis would provide insight into system design specifications

and lead, in general, to the ultimate goal -- better detection capability. It

is difficult to conceive how present mine detection systems undergoing test

validation would perform better in a cluttered environment than in highly

controlled, standardized test environments as previously discussed.

Consequently, the BRDEC approach of highly controlled validation testing is

probably sufficient for comparative performance evaluations of existing

detection systems. Geyer [7.8] has outlined an exact deterministic approach

to the analysis of ground clutter for an arbitrary dispersive and spatially

variant background medium and for an arbitrary incident source field.

B4. Optimally Matched Filter Characteristics

One approach to attacking the ground clutter problem and to increasing

the detection probability is to know the (near-field) frequency spectrum S(w)

(or averaged frequency spectrum <S(w)>) of the input target (land mine)

signal. Once S(w) is given for an ensemble of specified targets, it is not

only possible to incorporate adaptive thresholding, but also to design an

optimally matched filter transfer function, H(w), for a mine detection system

operating in the presence of white Gaussian noise; that is,

H(w) = S*(w) , (7.11)

where S(w) is the frequency spectrum of the input (target) signal s(t) and

S*(w) is the complex conjugate of S(w). A mine detection device that has a

system response given by eq (7.11) is the optimal detection system in the

sense of maximizing signal relative to average noise power. We could there-

fore place a higher figure of merit on a mine detector configured such that

the output response O(w) for a given test standard S(w) is given by

O(w) * S(W) S*(w) (7.12)

7-8



Ground clutter may or may not be white Gaussian in character. If not, it

would be possible to design a Wiener-Hopf filter, optimal in the least squares

sense; that is,

Hopt M - It(s) (7.13)
ON() + S(W)

when noise is uncorrelated with the desired signal output and where ts(w),

N(w) are the signal and noise power spectra. Future decection systems may

well incorporate a Wiener-Hopf filter. Such incorporation will await more

definitive work on characterizing §N(W).

B5. Sensitivity to Detector Height above Earth's Surface and Pattern
Signatures

Smith [7.9] has investigated the directive transmission characteristics

of horizontal electric and magnetic dipoles over a dielectric half-space by

expressing the field of a general antenna over that half-space as a spectrum

of plane waves [7.10]. He then asymptotically evaluates the integrals repre-

senting the far field so as to define pattern function, gain, and directivity

of the horizontal electric or magnetic dipole antenna as a function of height

above the earth.

More recently, Hill [7.11] has considered the specific case of oppositely

directed horizontal electric dipole antennas, such as are found in the

AN/PRS-7 plastic mine detector (see fig 7.4). A null always exists for the

AN/PRS-7 in the directions normal to the air-earth interface from the detector

head (spatially midway between the oppositely directed dipole antennas) -- in

the absence of a lateral change in complex permittivity.

We can, however, examine the effect of antenna height on the field for

fixed observation points either in the earth or in the air. This is illus-

trate in figures 7.5 and 7.6, which clearly show the desirable and expected

increase in subsurface fields (and decrease in the fields in the air), as the

antenna is brought closer to the earth's surface. Generally, electromagnetic

field enhancement in the earth will always occur as the source antenna is

brought closer to the air-earth interface, regardless of the type of source
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excitation or antenna configuration. The actual enhancement will depend on

the specific antenna. Proper comparisons in land mine validation testing

should maintain the same detector head height above the earth's surface.

Hill [7.12] has also shown the far-field H-plane multiple-lobe pattern

that can occur over a uniform half-space having high dielectric contrast,

C/6 o - 80 (see fig 7.7). For 1 < C'/E 0  4, this complex pattern does not

occur. This H-plane multiple-lobe pattern (more nulls than at 0 = 00, 90° ,

and 1800) is undesirable in any plastic mine detection system and should be

avoided, since it would be difficult to distinguish several closely spaced

targets from single buried ones. Any mine detector that has a multiple-lobe

signature pattern (more than two side lobes) for the maximum expected ratio of

61/60 should be ascribed a lower figure of merit.

The variations in sensor head height over a given sweep time (which are

likely to occur in field operations) could lead to signals greater than what

might be expected from a buried weak scattering target (such as a plastic mine

in dry sand). One seemingly simple systems approach for handling this problem

would be to incorporate within the detection head an ultrasonic or infrared

range finder that would allow feedback system signal corrections to be made in

real time in accordance with theoretical near-field analysis [7.12].

C. Target-Based Performance Measures

Cl. Sensitivity to Specified Complex Permittivity Contrasts

One of the important parameters needed in evaluating the performance of

any land mine detection system is that system's sensitivity to specified

complex permittivity contrasts. For example, a preliminary set of background

media for validation testing of both plastic and metal mine detectors has

already been submitted and will be reviewed below. Because mine detectors may

have differing operating frequencies or be broadband operationally, it is

important to understand dielectric dispersion in test soils so as to be

cognizant of various dielectric relaxation processes affecting the validation

testing. It is also important to recognize these processes so that

standardized test conditions may be properly controlled and so that mine
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detector performance evaluations are properly made (that is, mine detectors

correctly compared) in the light of actual measured electrical contrasts.

Several cases may be listed and generally characterized in terms of

conductivity and permittivity contrasts as representative of the differing

electrical environments likely to be encountered in either plastic or metallic

mine detection.

C2. Sensitivity to Target Size

Previous analytic studies performed for BRDEC [7.13, 7.14] have

demonstrated that anomalous signals generated by a buried land mine, whether

metal or plastic, are proportional to target volume in the frequency range

used by most detection systems. Most cw mine detection systems currently

available operate in the Rayleigh scattering region insofar as mine detection

is concerned; that is, the electrical size of the target mine is small

compared to the wavelength in the surrounding medium. Hence, shape informa-

tion, which could lead to a reduction in the false alarm rate, cannot be

directly ascertained from signals measured by most mine detectors.

Hill [7.14] has used the Born approximation to derive the plane wave

scattering matrix [7.10] for objects of low dielectric contrast. He has also

considered the shape dependence of scattered (plane wave) electromagnetic

fields for the cases of a sphere, a cube, ond a cylinder whose electrical

properties simulated a plastic (nylon) land mine. These shapes bracket all

those likely to be encountered in land mines. Although some shape dependence

in the scattered field was determined (see fig 7.8), it would be difficult to

determine and use in the field as a basis for discriminating against unwanted

ground clutter signals without a priori knowledge of the target volume itself

-- even with conceivable multiple look angles of the target with spatially

variable transmitter-receiver configurations.

For this reason, we have submitted copper right circular cylinders that

might be used as metallic test object standards and both nylon and teflon

spheres that might be used as plastic test object standards. These standards

can be used in a discriminatory fashion in mine detector validation tests by

parametrically changing the target volume for a given burial depth and host-

target electrical property contrast. If a mine detection system is unable to
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detect the largest standard, it will be unable to detect smaller standards

(-'I other factors being equal). Similarly, if a mine detector cannot sense

the pte3ence of a buried land mine where the electrical property contrast is

high, it surely will not sense mine when the contrast is low (all other

factors being equal).

73. Sensitivity to Burial Depth

One of the more important parameters to be considered in assigning a

figure of merit to any mine detection system is its detection sensitivity to a

prescribed burial depth of a given land mine. The functional dependence with

depth of plane electromagnetic waves traveling in a uniform, isotropic earth

is exponential, that is, proportional to e -Iz (+z is positive downward), or

e_-Z - e-(,fJo) z e j(,f0)h Z , (7.14)

where u is the (real) magnetic permeability, a is the (real) conductivity, and

f is the operating frequency. The well-known skin depth, that is, the

distance within the earth at which the amplitudes of the electric and magnetic

field vectors are attenuated to l/e - 0.3679 of their respective values at the

surface, is

Zskin depth 1 - 1e ' (7.15)

The plane-wave skin depth gives an effective depth of penetration and can be

used as a rule of thumb for effective search depths of a mine detector in

conductive soils, even though field excitation is not plane wave.

For a nominal ground conductivity of 0.1 S/m and magnetic permeability

approximately equal to that of free space (4w x 10-H/m), we see that the skin

depth is roughly 30 m at 2500 Hz. Hence, highly conducting soils would not be

expected to inhibit search depths of most metal mine detectors. However, the

effective search depth of a plastic land mine detection unit operating at

250 MHz in the same conductive soil environment would only be about 0.1 m, a

depth which is less than the maximum probable depth of mine burial (0.3 m).

Effective search depths should at least be 0.3 m in the worst case likely to
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be encountered - that of an electrically lossy environment -- for all cw mine

detection systems. The easiest way to control this is to lower the operating

frequency.

Dispersion phenomena are evident whenever the host medium is lossy.

Tlherefore, two mine detection units operating at widely different frequencies

would sense differing electrical property contrasts, all other factors being

equal. It is important to be able to predict when favorable electrical

contrast between the mine and the background medium can be expected. Such

information allows proper comparisons among various mine detection systems to

be made.

Although the expected dielectric contrast and hence visibility of a

(plastic or metallic) land mine increases with decreasing frequency (which

would increase the detection range performance), spatial resolution and shape

definition do not. In this regard, Cohn [7.6] has considered the quasistatic

effects of variation in height of the search head on measured signals and

detection range, assuming that the attendant signal variations (due to

conductive or magnetically permeable ground) remain uncancelled. It would be

desirable, if practical, to have as broadband a detection response as possible

under the attenuaLion constraints imposed by a lossy background test medium.

It is advisable to make sensitivity tests of land mine burial depth in a

conductive host soil environment at the maximum probable depth of mine burial.

If any mine detection system is unable to sense a given mine at the surface

(or in free space), it will be unable to do so when buried in a lossy medium.

C4. Sensitivity to Target Shape

Anomalous signals generated by a buried land mine, whether metal or

plastic, are proportional to target volume in the frequency range used by most

detection systems. A means for discriminating among different target shapes

(target classification) is vital to reducing the false alarm rate at any given

detection threshold and for increasing the detection probability. Such a

discrimination capability is closely akin to the susceptibility of that system

to unwanted ground clutter in the external noise factor. Any mine detection

system having shape discrimination capability would, all other factors being

equal, command a high figure of merit.
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Target classification may be viewed as a crude form of inverse scattering

that determines which of many body shapes is most consistent with the measured

scattered field data. The scattered electromagnetic field produced by either

a conducting or dielectric body in the presence of an incident wave is

described by Maxwell's equations. Since these fields are determined by the

relative positions of the constituent parts of scattering body surface (the

boundary condition), it might be expected that, in general, the character-

istics of the scattered field would be different for different object geome-

tries. The most desirable mine classification scheme would produce an image

displaying the shape and size of the object being illuminated. Such a

detection system would effectively solve the inverse scattering problem, which

is determining the boundary conditions from the received waveform.

As expected, there are preferred frequencies for indicating the shape and

size of a target. in the theory of scattering, three roughly defined fre-

quency regions are of interest: the Rayleigh, the resonance, and the optical

regions, where the wavelength of the incident field is much larger, of the

same order, or much smaller than the size of the target, respectively. With

illumination in the Rayleigh region, the scattered field describes the volume

of the target (7.15]. The character of the backscattered field in the optical

region, on the other hand, is indicative of the principal curvatures of the

target's specular points. Illumination in the resonance region gives rise to

surface currents that circulate the body surface (into what would be the

optical shadow areas) and reradiate. Resonance region illumination is

generally considered most efficacious for target shape and size determination

using multiple frequency measurements.

Chan and Peters [7.16], in an elegant attempt to characterize the effects

of buried cultural debris and to distinguish such effects from the expected

signals of buried land mines, have examined some target resonant phenomena

using broadband (short pulse ground radar) detection systems. Preliminary

results suggest that schemes either to eliminate or to process found clutter

will rely on broadband detection systems. Of course, the principal limita-

tions in deducing shape information from resonance phenomena are the attenu-

ation constraints imposed by the lossy background test medium when a

validation test is performed at the maximum expected depth of burial (0.3 m).
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In conclusion, shape discrimination is one of the more important

attributes that could give future (broadband) mine detection systems a high

figure of merit in validation tests. Because few of the land mine detection

systems presently available have demonstrated capability for shape discrimin-

ation, however, it will probably have a low weight in any performance matrix

that BRDEC decides upon.

D. NIST Recommendations and Conclusions

Although it may eventually be possible to develop a set of performance

measures that are solely detector-based, we have concluded that this approach

is not feasible at this time. Using a "radar equation" approach, whereby the

measurement of such detector characteristics as antenna gain and beam pattern,

detector noise factuc, operating frequency and bandwidth, and dynamic range,

would yield a quantitative estimate for probability of target detection and/or

false alarm rate, is not considered possible with present knowledge. The

designers of detectors, of course, must concern themselves with parameters

such as these, and qualitative relationships among these parameters and

probability of detection do exist. However, all the necessary quantitative,

functional relationships are not now known, and, in any event, the measurement

of all of the necessary detector parameters would prove excessivly difficult,

time consuming, and expensive. Fortunately, there is a better procedure

which, for the most part, avoids the necessity for measuring any detector

parameters. This procedure is described below.

Dl. Recommended Target-Based Tests

The ability to comparatively measure the efficacy of electromagnetic mine

detectors (existing models as well as future ones) may simply be realized by

ethe construction of a set of target-earth test lanes. Chapter VIII

(Suggested Future Work) contains our plans for implementing such lanes;

described here is an outline of the basic concept. Input from the Army will

be required in order to design the specifics of these tests to achieve the

most realistic test conditions.

Listed below are some recommended target-based tests that use our concept

of rigid-matrix soil and target standards. The advantages of this system have
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already been addressed in chapters IV, V, and VI. Also, another advantage of

this rigid-matrix approach is that future additional tests, such as additional

soil types or different targets, can be added to this system quite easily.

D1.1 Contrast Ratio Tests

For the five background rigid-matrix soil standards initially

recommended, target standards (spheres or cylinders) of equal volume would be

embedded that have varying contrast ratios of permittivity, conductivity

and/or permeability. By burying the targets with equal depths and orienta-

tions, and analogous to a physician's eye chart, the objective of this test

would be to see how many of the targets could be detected as they vary in

contrast from high to practically transparent.

D1.2 Burial Depth Tests

These tests would involve embedding sets of the same standard target at

increasing burial depths. The objective of these tests, again, would bc to

see how many of these targets could be detected. The size, shape, orienta-

tion, and contrast ratio of che targets would be constant.

D1.3 Target Volume Tests

These tests would involve embedding targets with incrementally decreasing

volumes (sizes) while holding the depth, contrast ratio shape, and orientation

constant. The objective, as with virtually all of these tests, would be

simply to record how many of these targets could be detected.

D1.4 Target Shape Tests

These tests would consist of varying the shape of targets with constant

volume, depth, orientation and contrast ratio. One example of this test would

be to vary the target shape from flat disks to thin rods. Again, the objec-

tive would be to see how many of these targets could be detected.
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DI.5 Target Orientation Tests

These tests would consist of varying the orientation of a target of fixed

size, shape, depth and contrast ratio. For example, the targets could be a

set of identical cylinders which are embedded in the rigid-matrix soil stan-

dards at incremental angles from 0* to 90 ° from horizontal. As usual, the

objective would be to see whether the detector could find any or all of the

targets.

D1.6 Target Resolution Tests

These tests would consist of varying the distance between two targets

(either identical or differing in some parameter) and measuring the detector's

ability to individually resolve the two targets. The objective of these tests

would be to determine the minimum target spacing at which the detector could

indicate that two targets are present.

DI.7 Realistic Mine Target Tests

In addition to using standard targets with somewhat idealized shapt:, as

in the six tests above, more realistic replicas of actual known mines could be

embedded in the rigid-matrix soil standards with varying depths, orientations,

spacings, and so on, to test the detector's ability to find realistic targets.

Fabricating these replicas can also be accomplished with the same rigid-matrix

techniques as are developed for making the soil standards. Also, along with

controlling the electromagnetic constituent properties of the replicas, it

would not be difficult to add other realistic properties such as firing pins

and air gaps.

D1.8 Surface Clutter Tests

As a more sophisticated set of tests, the surfaces of the rigid-matrix

bricks could be cut or molded to simulate earth surfaces that are not flat and

smooth. Both periodic and random surface profiles could easily be realized

with this rigid-matrix technique. Since the surface profiles, once cut or
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molded into the bricks, would remain constant, the repeatability of the tests

would be ensured.

D1.9 Volume Clutter Tests

Again, for a more sophisticated set of tests, other benign objects such

as rocks, tree roots, or metal shrapnel, could be embedded in the rigid-matrix

soil standard bricks along with targets to test the ability of the detector to

discriminate between actual targets and other volume inhomogeneities.

D1.10 Earth Stratification Tests

A more sophisticated set of tests would be stratifying the electro-

magnetic constituent properties of the rigid-matrix soil standards in order to

test the detector's ability to "see through" the discontinuities introduced by

these differing strata. Fabricating stratified rigid-matrix bricks should

pose little more difficulty than that involved with homogeneous bricks.

These tests listed above are intended to be only indicative of the

possibilities that would be realizable with our rigid-matrix soil (and target)

standard approach. Practically all of the undesirable characteristics

associated with the use of natural soils, synthetic loose-matrix soils and

liquids, as listed in chapter V, would be eliminated by our recommended

approach. Discussions with Army Belvoir personnel will be required to

ascertain the exact parameter values and test Arget configurations that best

suit the Army's needs.

D2. Detector Test Methodologies

Once the mine target test range has been designed, specified and

installed, a set of actual detector test methodologies must be specified.

What follows is a list of possible detector tests that we think will be

required in order to adequately compare the performance of various mine

detectors under realistic conditions. Any of the following tests can be

performed for any of the target configurations.
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D2.1 Sensor Velocity Tests

Over any or all of the target tests, the velocity of the detector sensor

(search head) would be incrementally varied over a reasonable range (as

dictated by the Army's needs and the detector manufacturer's operating

specifications). In this manner, the detector's sensitivity to sensor

velocity variations could be evaluated simply by observing the number of

targets detected at each velocity.

D2.2 Sensor Tilt Angle Tests

Again, during the target tests, the tilt angle of the detector sensor

would be incrementally varied over a reasonable range. Similarly to the

velocity tests, the detector's sensitivity to tilt angle variations could be

evaluated simply by observing the number of detected targets.

D2.3 Pendulum Tests

As somewhat more realistic motion test, it might be desirable to combine

the above two tests by moving the detector sensor over the desired targets

along the arc of a circle or some other curve, such as might occur when an

operator swings the detector back and forth. The implementation of the motion

tests is addressed in chapter VIII.

D2.4 Spatial Accuracy Tests

With knowledge of both the target position and detector sensor position

at the moment of target detection, it is possible to measure the detector's

ability to locate the position of the target accurately in both X and Y

coordinates. As stated in chapter VIII, this can be accomplished by.modifying

and automating the Army's existing overhead trolley system.

D2.5 Detector Sensor Height Tests

In combination with the velocity, tilt angle and/or pendulum tests

described above, the height of the detector sensor above the surface would be

varied over a reasonable range (again determined by the detector manufac-

turer's operating specifications and the needs of the Army). Again, all of
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these tests could be accomplished by modification of the Army's existing

trolley system as outlined in chapter VIII.

Almost certainly, the Army will consider some of these tests unnecessary,

and think other tests are necessary. One of the key advantages to our

approach to test standardization is its flexibility. Once the basic system of

rigid-matrix soil standards, standard and realistic targets, and automated

trolley motion is installed, it should be quite easy and cost effective to

make changes or add tests as future experience and needs dictate.
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VIII. SUGGESTED FUTURE WORK

The additional work that NIST believes necessary may be broken down into

two major tasks. What follows is a brief narrative describing these suggested

tasks. Detailed discussions with Army personnel will be required in order to

develop a suitable work statement that will meet the needs of the Army.

Task 1.

The first and largest task would be to modify the Army's existing mine

detector test lanes at Fort Belvoir in order to install a set of five

different rigid-matrix soil standard test lanes. The five different soil

standards would simulate natural soils over a broad band of frequencies

(approximately 10 MHz to 5 GHz for the nonmetallic object test lanes and I kHz

to 10 MHz for the metallic object test lanes) as well as a broad range of

ambient temperatures. As presently conceived, the five soil standards would

simulate the following natural soil types: dry sand, damp loam, wet loam,

high-conductivity sand, and high-permeability sand. The last two soil types
are intended for testing metal detectors. The major subtasks necessary to

accomplish this work are:

i. Engineering studies to choose the optimum material to serve as a

rigid binding agent for the rigid-matrix soil standard bricks.

Consultation with one or more polymer and/or cement chemists may be

necessary to complete this study.

2. Fabrication experiments and electromagnetic constituent property

measurements with experimental brick materials in order to learn how

to make bricks that simulate the five soil types mentioned above, and

that meet all of our other requirements (for example, strength,

stability, homogeneity, toughness, and property accuracy).

3. Design and construction of standard and realistic replica mine

targets, as necessary, to be embedded in bricks for the detector

tests.
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4. Development of techniques, based in either the frequency domain or

the time domain, to calibrate the electromagnetic property values of

both the soil bricks and the standard targets.

5. Design of the configuration of the test lane systems including such

items as liner material, depth and volume requirements, electro-

magnetic field absorber material requirements, and maintenance

requirements.

6. Fabrication of a sufficient number of bricks (with embedded targets)

to meet the desired volume requirements of the test lanes.

7. Modification of the Army's existing mine test lanes facility.

8. Evaluation of the modified lanes to ensure that they meet

requirements and specifications.

9. On-site technology transfer by adequate documentation and on-site

training of Army personnel. (The Army will be responsible for

providing personnel with adequate skills for training on the

operation, calibration and maintenance of the test lanes.)

Task 2.

The other suggested task is the modification and automation of the Army's

existing overhead trolley system so that the envisioned mine detector tests

can be carried out automatically under computer control. With the required

large number of tests, as outlined in chapter VII, automation of this system

would speed up the testing process enormously. In addition, automation would

remove the human element and thus make the tests more accurate and repeatable.

The major subtasks for this suggested work are:

1. Analysis of the present overhead trolley systei to determine what

portions of the system, if any, could be incorporated into the new

design.
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2. Design of the trolley system including overhead rail structures,

robotic arm, motion control systems, and computer system.

3. Construction and testing of a prototype system.

4. Development of necessary computer software for control of the system

and mine detector testing.

5. Installation of the system over the test lanes at Fort Belvoir.

6. Testing and debugging of the system.

7. On-site technology transfer via adequate documentation and on-site

training of Army personnel.

We think that if this suggested work is accomplished the Army would have

a stable, accurate, automated mine detector test range that should more than

meet the Army's needs, now and into the future. With the rigid-matrix

technology for both soil standards and target standards, virtually all of the

problems associated with natural soils, dry synthetic soils, or liquid

synthetic soils will be eliminated. In addition, the entire system will be

both flexible and expandable. The configuration of the test lanes would be

easily changeable, simply by moving bricks and making simple program chan~ges

in the test softwaire. New simulated soil types would be realized easily,

simply by fabricating and installing additional bricks. In short, we are

confident that this system will finally overcome most of the problems that the

Army has endured for many years with respect to the evaluation of mine

detectors.
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Coupling Between Two Antennas Separated by a
Planar Interface

DAVID A. HILL, FELLOW, If--F., AND ":NNEI'H H. CAVCEY. Ni-MI-R. It [

Abstract-The plane-wae spectrum technique is used to anal)ze the spheroid. We obtain specific numerical results fir this case
coupling between a pair of antennas separated by a planar interface, both from the plane-wave spectrum formulation o Sec-
Multiple reflection% between the antennas or between either antenna tion II and from quasi-static approximations. and the
and the interface are included in the formulation. The formulation is
used to model detection of buried objects, and a low-frequency metal agreement is good. We also compare theoretical and ex-
detector example is anal)ieal in detail. For a transmitting loop and a perimental results for a metal detector operating at 3 kH/.
buried oblate spheroid, the plane "ase spectrum technique is shown Section IV contains conclusions and suggestions lot olher
to agree with ,ell-known quasi-static approximations. Some experi- half-space problems that can be treated using the plane-
mental results from a 3-kH, metal detector ae also shown. wave spectrum approach.

I. INTRODUCTION II. GENFRAL PL.-N-WAVI- SCAIII-.RIN(; FOR-m! I..'slIN

T HE SUBJECT of radiation from an antenna in the The geometry for two antennas separated by a planar

presence of a half-space has a long history, and many interface is shown in Fig. 1. The region z < h has.pertuc-

results for electric and magnetic dipole sources have been ability ju and permittivity f. and the region z > h has

summarized by Banos [1]. More recently, Smith [2] has permeability p' and permittivity ('. Both regions are is0-

used the plane-wave spectrum technique to study trans- tropic, but ( and (' can be complex to allow, for lass. The

mission into a lossy half-space. In this paper we use the time dependence is exp (-iwlt).

plane-wave spectrum technique to describe the coupling Throughout this section we follow the notation and the

between a pair of antennas located in different media sep- formulation of Kerns 131 for coupling betwseen a pair at

arated by a planar interface. The approach is - general- antennas in a homogeneous medium. The primary differ-

ization of Kerns' 13J plane-wave scattering matrix for- ence resulting from the half-space : ometr is the ap-

mulation for coupling between a pair of antennas located pearance of additional interaction terms between the an-

in a homogeneous medium. tennas and the interface.

The half-space geometry that we consider is useful in
describing a number of important practical configura-
tions. For example, in communicating with or locating We define region I to be a slab region z< : < h)

trapped miners [41. 151, one antenna is located under- between the antenna and the interface. In this region %ke

ground, and the other is usually above ground. Also, it can write the electric field El and the magnetic field H, in

might be desirable to do near-field planar scanning with terms of plane-wave spectra

the probe antenna in air for some transmitting antennas
that are buried underground or submerged in water. De- -Z - JE
tection of subsurface objects [6] can be treated as a special E7(r) = 3 {bl(m, K) E, (K, I)
case of this theory where the buried object is simply a
passive scatterer.

The organization of this paper is as follows. In Section
II we derive expressions for the coupling between a pair
of general antennas separated by an interface and for the c ,
fields in each medium. In Section III we specialize the H T() = I [b(m, K) H, (K,?)
formulation to a case that is relevant for the detection of -0

buned objects, and a low-frequency metal detector ex-
ample is considered. The transmitting antenna in air is a + at(m, K ) HM (k, ?)] dk, dk, (I
small loop, and the buried object is a conducting oblate where a, and Li are plane-wave coefficients, and F is the

Manuscript received Ma, 19. 1986. revised October 7. 1986. This work position vector. The integrations are taken over real val-
was supported b) the U S Army Belvoir Research & Development Center, ues of the wavenumbers k, and k,. K is given by K = k, ,

The authors are with Electromagnetic Fields Division. United States + k where and are unit vectors.
Department of Commerce. National Bureau of Standards. Boulder. CO e wav el, and are seectors.
80303 The plane wave fields, E,' and H.1, are transverse elec-

IEEE Log Number 8715154 tric (TE) for m = 2 or transverse magnetic (TM) form =

U.S. Government work not protected by U.S. copyright
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Fig I (coneir) for two antennas separated by a planar interfice.

I I tic propa.it Ion vector k can be written in the follow- ization index m and integration over the infinite k,, k,,

Ing tfrin plane are understood.
We define region 2 to be a slab region ( -d < z' < z )k,' = K + -yt: (2) between the other antenna and the interface. In this region

v here - A, - K-.) = Jk.' and K2 = K K we can write the transverse components of the fields in a
Ilh tign (l the ,quare root is chosen so that the imaginary manner analogous to (6)
part t) "> is positivc. It the imaginary part of -y is zero.
then the ,ign i, :hosen No that , is positive real. We define -, ) I- '
the iul h t l g tran,verse unit %ectors: 2w , b ( .K)e '

= K/K + a(i, K)e"]e K ,,Re 1 dK
e X ki(3) Fr' I Z [b;(ii,. )e-,,':"=, : , x W,() i,(I') = b. e'

hich arc. rcspceti clk in and perpendicular to the plane

A and t, The IF plane-wave fields are given by - a,(m. K )e"'J(-. x K , R dK

-, (7)

H + -,' X K,, 4 K(w;t) (1' (4) where' = R' + 'e-., i =WE /-Y'. ',",= /,o .' '. . =

here ( C\p (/A r )/(2r) and q: = /( vp ). The (k' 2 
- K 2)' -and 0 = w2-u'C. We could write similar

,,upc;: ripi + refers to propagation in the + - direction. expressions for the fields in the regions. z < z2 and z' >
rhc I\ platc "a\ c tields are "iken b\ Z. but these regions contain no sources and do not affect

the antenna coupling.

B. Antenia CharacteristicsII " = kill' (5)
We begin with a description of the antenna on the left

,.hcre ,', - the -c n in Fig. I. Because there are no waves incident from the
lit .,,,ie e:as. til\ the tran,,\erse conponent,, of the left of the antenna (a, = 0). the scattering equations are

field, ae required. Frot 11)-(5). .c can % rile written 131

I 7 . bo = Sooa0 + 2 So(n. L) a(n, L) d

+ i. l- ,,. A,, ,1,

Kb,,(,. K) = S,0(m. K )ao + S,,(m. k; n. )

a,(n, L) d (8)

, (6) where a,) and b0 are coefficients of incoming and outgoing
,herc , = R + :. and subscript t denotes the transverse modes at the antenna feed, So represents backscattering
cot~tipons. When components are desired, the) can be observed at the feed. S0 1 represents the receiving charac-
obtained tron (I) or from the transverse components and teristics of the antenna, St0 represents the transmitting
Ma\\cll',s equations, in (6) and throughout the rest of the characteristics, and Sit represents the scattering charac-
paper. summation o\er the 'altues I and 2 of the polar- teristics. For later work it is convenient to rewrite (8) in
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the following short-hand notation: Here, 12, 2 , and R; are all square diagonal ma-
bo = S0oao + go trices. The physical interpretation of (12) or (15) is (hat

any plane-wave incident on the interface is reflected and

61 = S 0ao + -11JI. (9) refracted with the same polarization and transverse wave-
number. There is no mode conversion, and this is the

Here, at and are column matrices representing am, principal advantage of using plane-wave expansions for
K) and bi(m, K) according to the values of m and K. Sol the half-space geometry of Fig. 1.
is a row matrix, S10 is a column matrix, and 91! is a square Frota (9), (10), and (15), we have six equations in eight
matdx i unknowns, four scalars (ao, bo, a. and b(,), and four col-

The antenna on the right in Fig. I can be treated in the umn matrices (J, b1, 0, and 62). These equations have
same manner. In this case there are no waves incident been derived from conditions on the transverse fields at z
from the right (a; = 0). For brevity we write only the z1. z = h, and z' = z,. To solve the system completely.short-han scandzin relationslhihpsyte cmpetly
short-hand scattering relationships we need two more equations, and these could be obtained

b = S(a6 + 962a2  at the antenna terminals, So and S6. An alternative is to
eliminate the column matrices from the six equations and

b2 = 920a6 + 922a2  (10) obtain the scattering matrix of the "sy tcm two-port.

where a6 and b6 are coefficients of incoming and outgoing which has its terminals at So and S6 and is defined by the
modes at the feed, S(o represents backscattering at the equations 13]
feed, and dl and b, are column matrices of plane wave bo = M00ao + Mooa6
coefficients. td2 is a row matrix representing the receiving
characteristics of the antenna, S0 is a column matrix rep- b6 = Mo.0ao + M0oo.a. (16)
resenting the transmitting characteristics, and g22 is a After considerable manipulation of(9), (10), and (15), we
square matrix representing the scattering characteristics, obtain

C. Solution for the Coefficients moo So + So1i- R 1 11 - 7"1,S_-4( - Ro1S)11 -

The transverse field components must be continuous at.T ' [ + 7 2 - , 'T S
the interface (z = h or z' = -d)

E,,(R + hi.) = E2,(R - P - dK ) MOO. = 901[I - 9 1,91, - t, 2S22(i - R S ) 'T.S,]

H ,,(R + h z) = Hz,(R - P - di,) ( I1) t, 2 (i - S2 "R I

where P is a transverse vector defined in Fig. I. If we Mo.o = 902[i - 22 22 - 219 10 k 1 91 1)'

substitute (6) and (7) into (11), we obtain the following t-2 (0 - 9,1A410-191o

relationships for the coefficients:

a(m, K) = R' 1b(m, K) + Tb(m, K) Moo, = So + S0211 - '22 ' - i2 1(i - -
V. - ".i42 922 1- 4[ 2 2 + 2,1 g I1i -- R ,,1 1 7"12 S, ,

a2'fm, K) = T'b, (, K) + R'2b2(m, K). (12)

The superscript t on the coefficients indicates that they are (17)

translated reflection and transmission coefficients where i is an identity matrix and the superscript - I in-
R eI2-, T'12 = T)d-kP dicates an inverse.

This completes the formal solution for the interaction
= e ' R = R2 ' (13) between arbitrary antennas separated by an interface, but

T I 22e several comments are in order. The scattering parameters

where of the system in (17) contain several inverses. If we make
the system discrete and of finite dimension, then the in-

Tl = T 2 = verses in (17) can be interpreted as inverse matrices and
Tim + Ti, 1 + "i, standard matrix methods apply. All of the inverses are of

21. '-the following form that can be expanded in a geometric
T2 1 = , + , R2 + "- im" (14) series:

T2 , + R 22 = + ( 1 ) er es (i - A )- I = i + A + A 2  + i l + ... (18 )

The quantities in (14) are easily identified as plane-wave where higher powers of the matrix A can be interpreted as
reflection and transmission coefficients. multiple interactions. If we neglect such multiple inter-

We can rewrite (12) in short-hand notation as we did in actions in (17), then the scattering parameters of the sys-
(9) and (10) tern take on the following forms:

d i11+ f26'MO-SOO + 90 11+ f412926 2 1) 10

d2 = t211+ A2262- (15) MOD 9. '14
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MOO OJII. If we neglect multiple interaction terms, then (23) sim-

SI'E, + g ,+ S~ (19) plifies to
M011,~R' 1 +i) li

Bo0th M1,,, and M)). contain three ternis that represent re-di ('l+ 192_I9la

llect ions fronm the antenna terminals, the interface. and SIuio. (24)
the opposite antenlna. MIN anid At, I contain one termi that The two terms forda, represent reflection from the ground
icpcceent\ tran,nfii.sioa; through the interface. Multiple and scattering from the buried object. The single term for
Interactions can he included by expanding the inverses as il
.in ( IS.Iftetohei ae h aecntttv a , represents direct transmission from the antenna. Mul-

ranct.% lthen two refedian haveffthets c ndttv pa- tiple interaction terms can be obtained by expanding the
rameers thn te relecioncoeficents(RandR~ go inverses as in ( 18).

to /cro. and the result-, In ( 17) reduce to those of Kerns If the receiving antenna is located above the transmit-
131 bor a hoinogeneous miiuml. ting antenna. then we also need the field expressions for

Ill. [)I It tioN ()I Buiui OitJi('is negative:z. However. the fields in this region contain only

To niodel the case of' detection of buried objects. we upgoing plane-waves. and the plane-wave coefficients re-
-,c ( nd cqal t) hei fre sacevales (,)andPO sulting froni ground reflection and scattering from the

.lset and equal titre c values (Esy rund Thi buried target are g Ivenl by 0,1 in (23) for any value of z

.iiwl tett a id tp ieqallt au s lsy round. T his . To obtain the ttal field above the antenna, we only
mean tht 'is ypicllycomlexneed to add the direct field from the antenna.

, + io/o (20)
wher t,1% he ealperittvit ol(hegrond nd istheB. Lou'-Fre'quecir Ewanipc'

coreindeuelceritivity of the ground.Mssolar androisate In Fig. 2 the geometry of Fig. I is specialized to the

co111nd ctiit of the gro nd s t soiqul tor fe ap roximae case .of a horizontal loop transmitting antenna and a small

nermeilintyic,,. adwecanl setud by equlook the fre 1pa passive scatterer. This geometry is relevant to common
permabiity ~. detile stuy b Coo an Cars 11 mtal detectors arid tol metal mine detectors.

found tisl- to be at good approximiation for most soil types The small loop antenna has area A and carries a uniform
except i'or some coastal sands. We also replace the right- current 1. Thus, it radiates like a z-directed magnetic di-
hiand antenina in Fig. I by at passive scatterer. Scattering pole of magnetic moment IA. Kerns 13. p. 1281 has given
by burIL edobjcts has beeni treated by the traniition mat ri x the transmitting spectrum oif a small loop, and we can
tormliisi IS. by the ui ionient method 191, and by the write the transmnitting characteristics as
milom11lit iiiet hod I) I ,ol.R

. .sjiplic cJil ill /Or c auv ica f( SO, I.E K 0

To treat the c:ase of' a passive buried scatterer. %%e fe- - iwpA A'
2. K)(25)

m1ove the terminals troiii the rit antenna ill Fig . The 47r 2.A(k=------_______
scatterer is. then completelN characteri/ed b\ its scattering %,here q =I or 2. We have arbitrarily defined (~=i.l
characteristicsS and 1I0) sinipl ilies ito Front (25) we see that the small loop radiates only TE

b"~ 0 (21 ) fields ( in = 2 ) and the transmnitting characteristics are the

Also the "sysicim tm'-pr relations in (16) are re- saine below"- > 0. q = I ) or above ( z < 0. q = 2 ) the
- o-port b loop. For at smiall loop we can neglect scattering and set

/o MN)(22) Sit 0. (26)

lihere A/,,, is, stil Ii e I\cn b\ 17). Because we do not anticipate receiving with the transmnit-
itng loop.,.we do not need ito specify S,,, and S,For detect ion \~ stinis that receive and t ransin it with lthe Z

saute11 antenila. (2 .2) provides% anl adequate description be- We' alssume thiat Ite buried scalterer is electrically small
caus itvieds te rceied sona /),. H%%ccr.and that it scatters like a pair of' electric and mag'netic

caus it iild the- received sin 1  11.e Tr. itialn alcti ansep-tcipl
arate antenna Is used tfor reception. thent wc nteed ito know\% dioe 11 h qiaeteeti n antcdpl
the fields above the ground that will excite the receiving mioments P. anid fp,,. can be written as

antenna. The total fields in the slab region between the E' i,
ground and the transmnitting antenna ( :1 <- < h ) are
gi ieni by ( 1). and the transverse components are given by PH ' (27)
(6). The plane wave coetlicients t"Orhis region are deter- where ( , and =a are electric and magnetic polarizability
mined from simultaneous solution of (9). (I5). and (21I

= ',S,- R~~ 't 1 s 91  (23)
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' where o, = a,.. = -2V/( I + L), -V/( I -
L ), V = 4 iab 2 , and

a. L ab 2  (b2 - a2

ea,iih

0 h 
L tan [ (b2  a2) 1/2

8arla

As indicated in Fig. 2, a is the semiminor axis, and b is

the semimajor axis. For the special case of a sphere (a =

b). (29) reduces to

- =

Fig. 2. Geometry for a loop antenna in air and a buried oblate spheroid On = a=,, = ar,,,- -2ira. (30)

If we locate the prime coordinate origin at x = x,, y = 0,
dyads and E' and H' are the incident electric and magnetic z = h + d, then the incident field at the center of the

fields in the absence of the scatterer. To use the polariz- spheroid is 112]

ability results in the plane-wave scattering matrix fonnu- 1A 3x0(h + d
lation, we need to derive the scattering matrix .3, from H, - 4__r r+
(27), and this is done in Appendix A. Kems 13] has treated
the special case of a small dielectric sphere where &, re- H= 0
duces to a scalar and &,,, is zero. H' IA [3(h + d)2 (31)

C. Quasi-Static Approach 47rr i r,

For sufficiently low frequencies, the wavenumbers k and where r, = Ixg + (hi + d )2] i2.. Thus the induced mag-
k' are approximately zero, and the fields of the small loop netic dipole moment is
are approximately those of a static magnetic dipole. This
type of approximation is best obtained by quasi-static ap- pm = a,,,, HA, p,,,, = 0
proximations to Sommerfeld integrals [ 121. and the math- p,,,: = c,.n H' (32)
ematical details are given in Appendix B. Here we present w

only the final results. where of,,,, and a,,, are given by (29), and H, and H' are
The magnetic field in air produced by the loop antenna given by (31). The fields scattered by the spheroid are

is then given by (see Appendix B)

IA 3x H, 3(z - d - h)(x -. v,
H14 4wr I r 2  

rr~L

IA 3xz + 1.- x0p -

47rr' r 2

1A (zH 3(z - h-d) 3(. d x+)yIA /3- '(8 H - p. r . +P p .

H'[: 4r' r - (28) 44rr r r

C 1 3(z - h- cI)
where r = (x 2 + ).2 + z-) '2. The electric field is negli- H --- {p: -

gible because it is proportional to frequency (see Appen-

dix B). For observation points that are very close to the 3(. - xo)(z - h - d)
loop in terms of the loop radius, the magnetic dipole ap- + P r2) (33)
proximation is not accurate, and this limilation is dis- where r, = ( +', + (z - d - h)
cussed in Appendix C. I or - + -

The buried object is an oblate spheroid located at the At this point it is useful to do a numerical comparison
origin of tie primed coordinate with its axis aligned with between the plane-wave scattering-matrix formulation of
the z axis. We consider dn oblate spheroid because it is a Section 11 and the quasi-static approximation. Because we
realistic object whose electric and magnetic polariiabili- are modeling both the loop antenna and the oblate spher-
ties are known 1131. Here. we require only the magnetic oid scatterer as magnetic dipoles, it is sufficient to corn-
polarizability because the incident electric field is negli- pare the two methods for calculatipg the incident mag-
gible. For perfect conductivity, the magne-tic polarizabil- netic field of the loop (magnetic dipole) source. F%, 3
ity is 131 shows the r and z components of the incident magnetk

field as a function of x calculated by the two methods.
a,,, = a,,,t,%, + of,i;, + a",,J:i: (29) The quasi-static curves are obtained from (31) and are
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C rp,nri,on oi the magnetic field of a small loop calculated by
FF F and bh quasi-static approximations. IH

valid for r, much less than a free-space wavelength. The Z 0
other curves are obtained by substituting the transmitting ,Z

spectrum given by (25) into the plane-wave spectrum re- -1

suits of Section II. The two-dimensional integrals on
wavenumbers k, and k, are evaluated by two-dimensional 2

fast Fourier transform (FFT). The FFT evaluation is very
efficient and has been used for related problems involving 08 04 00 04 08
sources over the earth [141. The agreement between the x (M)
two methods is very good forx < 2 m. and this range can (b)
be extended by including more samples in the FFT. How- bevex.teed byanluding ore smles iorn m th t ths Fig. 4. Horizontal variation of (a) the incident magnetic field of a smallever, the field values are so small for x > 2 m that this loop and (b) the magnetic field scattered by an oblate spheroid. Param-
range is of little interest. The main point of Fig. 3 is that eters: IA = I A m2. Y = 0. z = 5 cm, h + d = 50 cm. x0 = 10 cm,
the plane-wave spectrum representation is easily evalu- a = 5 cm. and b = 15 cm.

ated by FFT and is accurate even in the quasi-static re-
gion. In near-field antenna scanning [31, the plane-wave detector sums the output of the four loops, but two of the
representation is generally used in the radiating near field polarities are reversed. Because of the detector symmetry,
(distances somewhat greater than a wavelength). The fre- the direct field of transmitting loop (or any other sym-
quenc. of 3 kHz is typical of metal detectors, but the metrical field, such as a reflection from smooth ground)
magnetic field is essentially independent of frequency for produces a zero output. Hence the desired nulling of the
such low frequencies. strong direct field is achieved.

Because the FFT and quasi-static approximation give When a buried scatterer is present, the total received
essentially the same results, we use the simpler quasi- voltage V, can be written
static approximation in the remaining calculations for low- V, = K(H', - W + Hs3 - Hs (34)
frequency metal detectors. Fig. 4 shows a typical example = z2 + Z4

for the direct antenna field and the field scattered by a where K = iwauoNA,,. N, is the number of turns in the
buried oblate spheroid. An obvious difficulty in detecting receiving loops, and A, is the area of the receiving loops.
the buried scatterer is that the direct field is much larger In our theoretical model we assume that the four receiving
than the scattered field, even for a sizable buried object loops are identical and that the transmitting and receiving
(a = 5 cm and b = 15 cm). This problem is usually loops can be modeled as magnetic dipoles. The transmit-
overcome by nulling out the direct field and by moving ting loop is actually fairly large, and the magnetic dipole
the source loser to the earth (smaller h). There are many approximation is not good if the detector is located too
ways to accomplish the nulling, and one method is de- cloa,. to the scatterer. The scattered magnetic fields,
scribed in the following section. H', - H"4 , in (34) are the scattered fields evaluated at the

four loop centers. We model the buried object as an oblate
D..A Practical Metal Detector spheroid, and the scattered fields are calculated as indi-

One type of mine detector uses a single transmitting cated in (29)-(33).
loop and four receiving loops as shown in Fig. 5. The The experiment was conducted in a sandbox where the
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x 10

01
04 0)3>

1 0 -
Fig. 5. Geometry for a metal detector with a central transmitting loop and 3K - , - 7 C ,

four receiving loops. The detector is swept in an arc of radius p, in the £ a
z = 0 plane.

Fig 7 Comparison iq thcorcti al and nicaured rec, o ed ,olhac lor a
metal detector sept 0,er a copper penn\ . Parameter, h = 15 c.m. /

0r] 0. a% = 7 .62 cm. Ax = 5 72 cn. p, = 1. 13 mO. n,, = p, A .. %. ii - 0

9.................. .. rn, and ) = 9 mmiI I
6 , ' were possible to balance the four loop outputs more pre -

6" I cisely.
> I In Fig. 7 a second comparison is shown where the pennN

I is now on the surface (d = 0) and the detector is raised

I to maintain the same vertical separation (h = 15 cmi.
2 Also, the penny location is moved farther out ( X'' = P, +

,AIx) so that two receiving coils pass over the penn\ . W\ith
0\-the penny offset from the center of the detector. both the

"0 - theory and experiment show a sharp null, and the overall
30 20 20 30 agreement is very good. The null is sharp because onlh

cM) coils I and 2 contribute significantly to the total receixed
Fig. 6 Comparison of theoretical and measured received voltage for a voltage in (34). We have made comparisons for other \ a) -

metal detector swept over a buried copper penny. Parameters h = d = ues of x1 . and we generally find good agreement for .,
75 cm. Ar = 7.62 cm. AY = 5.72 cm. p, = to = 1.13 mn, a = 0.5 min. p, where the balance of the four receiing loops is less
and h = 9 rm.

critical.

detector was moved in an arc to simulate the mine detec- IV. CONCLUSiONS
tor sweep technique. A copper penny was buried at a depth We have used the plane-wave spectrum technique t,,
of 7.5 cm in dry sand, and the mine detector was main- analyze the coupling between a pair of antennas separated
tained at a constant height of 7.5 cm above the surface of by a planar interface. The results are similar to those t
the sand. We did not measure the dielectric constant of Kerns 13]. but there are additional multiple interactio1n,
the sand at the detector frequency of 3 kHz, but the sand that involve the planar interface. We have treated the c,,c
was found to have little effect on the sweep waveform, of detection of buried targets by replacing one of the an-
This is in agreement with the quasi-static approximations tennas by a buried passive scatterer. We haxe anal)zed
of the previous section. The arc radius of the detector path the case of a loop transmitter and a buried oblate spheroid
was 1. 13 m. and the receiving loops were offset by Ax = in detail and have compared theoretical and esperimcnial
7.62 cm and Av = 5.72 cm. We modeled the copper penny' results for a low-frequency metal detector.
as a perfectly conducting oblate spheroid of major axis 18 The formulation in Section I is quite general and could
mm and minor axis I mm. A comparison of the theoretical be applied to man)' antenna or scattering problems. The
and measured sweep curves is shown in Fig. 6. The arc required antenna or scatterer characteristics could be de
distance I is defined in Fig. 5. Only a relative amplitude termined by any available method, such as the unimomen!
comparison is attempted because the value of the constant method 19], or even experimentally. We could also treat
K in (34) is not known for the detector that was used in near-field scanning of a buried antenna where we wkish to
the measurement. Both curves have a null for the detector determine the transmitting characteristics 9.o of the buried
directly over the scatterer. The theoretical curve is sym- antenna. Similarly. the scattering characteristics 942 of it
metrical, and the measured curve is fairly symmetrical, buried scatterer could be determined by scanning the scit
The main differences are that the theoretical curve has a tered fields above the earth. We are currently modeline
broader null and has a greater separation between the the problem of a UHF detector over a buried dielectric
peaks. The measured null would probably be broader if it sphere, and we are using the plane-wave spectrum theor\
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to Ce aluate the inipOrtatC of m1ulttple reflections between APPENDIx B
the detector or the ,cattercr and he intcrtace. ,tL.si-S [ric APPROXIMATIONS ro SOMMFRFELD

INTEGRALS
.Nppl Ni.\o A An alternate formulation for the geometry in Fig. 2 can

Fo li scatterers cn ,pht S'i be obtained in terms of Sommerfeld integrals 181. This

F-or electricall. small scatterers. we can ,plit -s:: into fonnulation is equivalent to the plane wave spectrum for-
two tcnns mulation except that the double integrals over k, and k,

S., K. n. L ) S, ,. K: , L ) are cast into polar form. For the simple source and scat-
terer of Fig. 2, the azimuthal integral can be done ana-

-, r. K: n. L ) (Al ) lvtically, and only a single integral over the radial wave-

%.herc 5, i-, due to the induced electric dipole moment number remains.
and . is due to the induced magnetic dipole moment. We first consider the fields of the loop source in the

The actual expreson for S' is most casit, obtained by absence of the scatterer. The fields in air (z < I) can be

,,tarting ,k ith the , cctor-d, adic form of the ,:attcring ma- deri\ ed in terms of a magnetic Hertz 'ector with only a

trix of the second kind 31t. This dvadic form can be split component *, which can be split into primary H* P and

in the same manner as in (A I) reflected [I*' tenns 181

s'-,( -1 ) = ( K, ) , . / ) (A2) 1* W I, (1BI)

\ here subscripts e and tr again refer to the induced elec- ,here

tric and magnetic dipole noments. The d, adic scattering = C kr

,atri7'o-, relates the ' ector coeficients of the incoming 4,r
arid outgoing plane w aes as tollows:

1I7 -- ' J,,( X p) R( V.e X' dX
i;: k : v -) ( K . L ) •a ,( L: ) (11 . ,-\ 3 )4 r )

24 - 24 ) I

[he ector plane w a e coetficients are related to the scalar R( - 4 = k u ( I X - k' )
i4 14

,:oetfictents hp
W(~ ~~ = I Th mageti andh,(K ) I lhi I. A'( - AK-,' P.) + I,: . A') ,.

and I,, is the ,ero-order Bessel function. The magnetic and
S1 ) ,, 1. -- p.i , ) ,A( 2. L ) ..\4 electric field components are given by

The subhcript 1, on -' and K refers to an incoming plane H. = ("_
,,a\e wkith trans,,erse ',o cnuniber L. " z +

Bo using the spectrum for an electric dipole 131, c can a *
w rite H _ i*

apa:
S)= '>-[1(k).a [.(1') (A5) an* B2

,where 11 k' I C' k'. 1 is the identity dyad. and In the quasi-static approximation, we assume that all
is the incoming propagation vector. This result is con- relevant dimensions are small in terms of the free-space

sistent with Kerns' result for a small dielectric sphere 131 wavelength. This is equivalent to setting k equal to zero
where U,, is proportional to 1. Bv using the spectrum for a or i4 X. This approximation in (B3) and (B2) yields the
magnetic dipole 131, we can also write inverse distance cubed fields given in (28). If in addition

Lx displacement currents are negligible and k' times the rel-
,(K, L k -8 , ' -Y , i. (A6) evant dimensions is small, we can approximate u' by

By using the definitions in (A4) and the results in (A5) u, Z xI - )= X - - (B3)
and (A6), we can obtain S',, 2X2 2X

sl,(I. k1, L) R S K, L) (RL.. , Substitution of (B3) into (BI) and (B2) yields the follow-
SL ing approximations for the reflected field components [8]:

S,(. 1,K 2, L) = 3 sh(K, L) • ,L2 ia1A

S42, K 1. L,) = S• ,( K, L) (k - Ly'-:) 161r,

S;,2 K; 2, R,) = -, "s 2(K, L) k 2. (A7) H'- -I A (I 2 2- z)

This completes the derivation of S22 for an electrically 2 2

small scatterer in terms of its electric and magnetic polar- r W (134)
izabilities. E0 W
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wheire'

+- (2h - z)2'

The reflc,:k i rI n li i, ~A 11 i, s small compared to the pri-
mary field it tile following inequality holds:

LA71r K< (E15)

This inequality normally holds for the low frequencies ~
used by metal detectors, and the reflected field can be ne- H

glected is in (28)
The tiransiitated fields in the earth can also be derived

froif a miagnetic: Hertz vector vs, ih only a z component 181 ___

ii -u -'],)( Xp) T( X)eu - h 'X d X (B6S) C"

%x.here

U + U-su Fig N Axial nriagiicti, tcld tof a circular loop .ind a gnetic dipole

If ik~e maki. thc samne quasi-static approximations (k =k
- 0Olin B16), then the transmitted fields ha\ve the inverse tion points located at least txwo loop radii from the center

distance cubhed dependence as shown in (31). of the loop.
The magnetic dipole moments induced in the oblate A(K \

spheroid arc gl'nci in 129). The fields reradiated by these Akow.nsiN
dipole mnoment'. can also be A~ritten as Sommnerfeld inte- The authors Asould like ito thank W. K. Klemperer for
grals. and the samec quasi-static approximations can be performingi- the mecasu remlentts and R. L. Lewis and R. C.
miade I ilk uI11,t scattered fields in air are also inverse Wittmann for their comments on the manuscript.
dtstaike cubedl field.,, and the field expressions are given RFI FRENCFS

in (33)
IIl A Bork"'s. 3 T . Dip, '1. R,idiwion iii ih( Prc.Ne, 'to Cwid,liorn Half-
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Electromagnetic Scattering by Buried Objects of Low
Contrast

DAVID A. HILL, FELIO'w , IEEE

Abstract- A e use the born appi oximation to derive the plane-wave wave scattering rn-trix for a buried obj--ct -f low contrast.
scattering matrix for objects of low dielectric contrast. For general Specific results are given for a sphere, a circular cylinder,
;hapes a numerical integration ot.' the volume of the scatterer is r- S
quired, but inal.,ical expressions are derived for a sphere, a circular and a rectangular box. In Section IV we present numerical
cylinder, and a rectangular oox (parallelepiped). The plane-wave scat- results for the scattered field above the earth when the
tering-matrix theory i, .sed to account for the air-earth interface. Nu- incident ficli is a plane wave. Conclusions and recom-
merical results are presented for the scattered near field and far field mendations for further work ar, contained in Section V.
for plane--ave excitation. The scattered fields are weak for los,-con-
trast objects, but the near-held results have application to electromag-
netic detection of ouried ,bjets. II. PLANE-'iv,'AVL SCAT EkiNG-MATRIX FORMULATION

I ne geometry for a scatterer located in a half space is
shown in Fig 1. The unprimed coordinate system (x, y,

1. INIRODtcriON z) has its origin at the interface (z = 0), and the primed
T HE ANALYSIS of elcctromagnetic scattering by bur- coordinate system (x', y', z' ) is centered at the scatterer.

ied objects [i ]-141 is complicated by the presence of The region z < 0 has permittivity f and permeability u,
the air-earth interface The plane-wave scattering-matrix and the region z > 0 has permittivity E' and permeability
formulation [5] po- ides a convenient means for combin- p'. Both regions are isotropic, but f and e' can be complex
ing the source. scattering, and interface effects and for to alloyw for loss. The time cependence is exp ( -iwt).
including interai.tionl However. it requires knowing the The more general problem, which includes the source
full plane-v ave scattering matrix 16] for the buried object anteni a. has been formulated in [5]. In this section we
for all incident and scattered plane waves. Foi scatterers extract snly those results from 151 that are needed to ana-
of arbitrary shape where numerical methods are generally lyze the sLtt-riny. problem. Throughout this paper we
required to determine the scattering characteristics, this follow the notatiin of Kerns ro].
requires a large amount of computation.

In this paper we usc the Born approximation (also called
the Rayleigh -Gans approximation [71) to obtain an ap- We define region 1 !o be a homogeneous half space, z
proximate expression for the scattering matrix of the bur- < 0. In this region we can write the electric field El as
ied object in ternis of an integral over the volume of the an integral of the plane-wave spectrum
object. For simple shapes (such as a sphere, a circular
cylinder, oi a rectangul:r box), the volume integral can n £!',-

be evaluated analytically to obtain a closed-form expres- E(r) = [bi(m, K) M(K, r)

sion for the scattering matrix. The Born approximation -

requires small contrast between the electrical properties + a, (m, K) E, (K, r)] dk, dk (1)
of the buned object and th- earth. This requirement is
fairly restrictive, t".t the low-contrast case is important where a, and b, are plane-wave coefficients, and r is the
[81 because it represents a difficult detection situation. For position vector. A similar expression can be written for
example, the detection of plastic mines in dry, sandy soil the magnetic field [5]. The integrations arc taken over real
is difficult because of the low dielectric contrast 191. values of the wavenumbers k, and k ',. K is given by K =

The orgaiization, of this paper is as follows. In Section ke, + ke,, where e, e, and e. are unit vectors.
II we review the plane-wave scattering-matrix formula- The plane-wave field E ' is transverse magnetic (TM)
tion for the geometry of a buried scatterer [51. In Section for m = i or transverse electric (TE) for m = 2. The
III we use the Born approximation to derive the plane- propagation vector k ± can 1e written in the following

form:

Manscnpt received March 3. 1987, revised Septemier II. 1987 1his k -+ = K ± ye, (2)
work was supported by the U S Army Belvoir Research & Develpment
Center where -y = (k2 - K2)' 2, k2 = wE , and K2 = K • K.

The author is wth the Electromagnetic Fields Division. National Bureau The sign of the square root is chosen so that the img-
of Standards. U S Department of Commerce. Boulder. CO 80303

IEEE Log Number 8718450 inary part of -, is positive. If the imaginary part of -y is

U.S. Government work not protected by U.S. copyright
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Electromagnetic Scattering by Buried Objects of Low
Contrast

DAVID A. HILL, FELtOW, IEEE

Abstract--",e uie the Born approximation to derive the plane-wave wave scattering matrix for a buried object of low contrast.
scattering matrix for objects of low dielectric contrast. For general Specific results are given for a sphere, a circular cylinder,
shapes a numerical integration over the volume of the scatterer is re-
quired, but analytical expressions are derived for a sphere, a circular and a rectangular box. In Section IV we present numerical
cylinder, and a rectangular box (parallelepiped). The plane-wave scat- results for the scattered field above the earth when the
tering-matrix theor) is used to account for the air-earth interface. Nu- incident field is a plane wave. Conclusions and recom-
merical results are presented for the scattered near field and far field mendations for further work are contained in Section V.
for plane-wave excitation. The scattered fields are weak for low-con-
trast objects, but the near-field results have application to electromag-
netic detection of buried objects. II. PLANE-WAVE SCATTERING-MATRIX FORMULATION

The geometry for a scatterer located in a half space is
shown in Fig. 1. The unprimed coordinate system (x, y,

I. INIRODUCTION z) has its origin at the interface (z = 0), and the primed
T HE ANALYSIS of electromagnetic scattering by bur- coordinate system (x', y', z') is centered at the scatterer.

ied objects [1]-14] is complicated by the presence of The region z < 0 has permittivity E and permeability u.,
the air-earth interface. The plane-wave scattering-mat- t and the region z > 0 has permittivity E' and permeability
formulation [5] provides a convenient means for combsi- IA'. Both regions are isotropic, but E and c' can be complex
ing the source, scattering, and interface effects and for to allow for loss. The time dependence is exp (-iwr).
including interactions. However, it requires knowing the The more general problem, which includes the source
full plane-wave scattering matrix [6] for the buried object antenna, has been formulated in [5]. In this section we
for all incident and scattered plane waves. For scatterer,, extract only those results from [5] that are needed to ana-
of arbitrary shape where numerical methods are generally lyze the scattering problem. Throughout this paper we
required to determine the scattering characteristics, this follow the notation of Kerns [6].
requires a large amount of computation.

In this paper we use the Born approximation (also called A. Plane-Wave Representations
the Rayleigh-Gans approximation [71) to obtain an ap- We define region I to be a homogeneous half space, z
proximate expression for the scattering matrix of the bur- < 0. In this region we can write the electric field El as
ied object in terms of an integral over the volume of the an integral of the plane-wave spectrum
object. For simple shapes (such as a sphere, a circular
cylinder, or a rectangular box), the volume integral can2
be evaluated analytically to obtain a closed-form expres- E(r) = b(m,K)Em(Kr)
sion for the scattering matrix. The Born approximation
requires small contrast between the electrical properties + a, *,K) Eo (K, r)] A dkY
of the buried object and the earth. This requirement is
fairly restrictive, but the low-contrast case is important where a, and b, are plane-wave coefficients, and r is the
[8] because it represents a difficult detection situation. For position vector. A similar expression can be written for
example, the detection of plastic mines in dry, sandy soil the magnetic field [5]. The integrations are taken over real
is difficult because of the low dielectric contrast [9]. values of the wavenumbers k, and ky. K is given by K=

The orgauization of this paper is as follows. In Section k~e, + kie., where e , e, and ez are unit vectors.
II we review the plane-wave scattering-matrix formula- The plane-wave field E" is transverse magnetic (M)
tion for the geometry of a buried scatterer [5]. In Section for m = I or transverse electric (TE) for m = 2. The
III we use the Born approximation to derive the plane- propagation vector k ± can be written in the following

form:
Manscript received March 3. 1987, revised September II. 1987 This k ± = K -e,'e. (2)

work was supported by the U.S. Army Belvoir Research & Development
Center. where -y = (k2 - K ) /2 , k2 = , and K 2 = K - K.

The author is with the Electromagnetic Fields Division. National Bureau The sign of the square root is chosen so that the mag-
of Standards. U.S. Department of Commerce. Boulder. CO 80303.

IEEE Log Number 8718450. inary part of -y is positive. If the imaginary part of y is
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B. Scattering Matrix

r(. 11 The plane-wave scattering matrix S', of the buried oh-
-, .. ject relates the coefficients of the incoming and outgoing

plane waves. Th outgoing plane wave coefficients b" can
y ( be written [61

zS

b2(m, K) = > S;,(m. K; n, L) a,(n. L) OIL (81)
a , ,. -

where n and L represent the polarization and transverse
z = d x wavenumbers of the incoming plane waves. We could

- ; V write a similar expression for the coefficients b, of the
=0 plane waves scattered in the positive z' direction, but we

are not concerned with the fields in the region, z' > z;.2'

Fig. I. Geometry for a scatterer located in a half space For general scatterers. the calculation of S, is a big job.
However, for objects of low contrast the Born approxi-
mation simplifies the calculations, as shown in Section

zero, then the sign is chosen so that -y is positive real. We 111.
define the following transverse unit vectors: For later work it is convenient to rewrite (8) in the fol-

K, = K/K and K, = e.XK 1  (3) lowing shorthand notation 161:

which are respectively in and perpendicular to the plane b = S,,_a2 (9)
of k-" and e.. The TM plane-wave field is given by Here 942 is a square matrix representing S'_(m, K. n. L)

according to the values of m, n, K, and L. Similarly. b,
I (K T Ky'.)u-  (4) and X are column matrices representing b_(m. K) and

where ut = exp (ik/ r)/(2r). The superscript ± re- a'(n, L).
fers to propagation in the ±z direction. The TE plane-
wave field is given by C. Scattered Field in Region I

For detection of buried objects, we are interested pri-
S= Ku- (5) marily in the scattered fields in region I that is normally

In some cases, only the transverse components of the free space. In (1), b, is the coefficient of the incident plane
electrical field are required. From (1)-(5), we can write waves, and a, is the coefficient of the scattered plane

waves. Thus, we need to determine a, in terms of bl. This
El 1 r) = - Z [b,(m, K)e z can be done by matching the fields at the interface (Z =

2wr = 0) and using the scattering matrix relationship in (8) or

+ af(m, K)e -i" ]K,eIKR dK (6) (9). The result in shorthand notation is 151

where r = R + ze. and subscript t denotes the transverse a1 = Rb + .10)
components. When z components are desired, they can be Here i is the identity matrix, R' and R 2 are diagonal
obtained from (1) or from the transverse components and reflection-coefficient matrices, t' 12 and t are diagonal
Maxwell's equations. In (6) and throughout the rest of transmission-coefficient matrices, and the superscript t in-
this paper, summation over the values 1 and 2 of the po- dicates translation. The expressions for the diagonal ele-
larization index m and integration over the infinite k,, k, ments are [5]
plane are understood.

We define region 2 to be a slab region ( -d < z' < R 11 = Ril, R-12 = R,2 e ' 2- '

z;) between the scatterer and the interface. In this region T 2 = T(eII , TI =),e ' d  I I
we can write the transverse electric field in a manner anal-
ogous to (6) where

R 1R,1  = ,9. R 22 = _- _ _

E2,(r') = [b2(m, K) exp (-iy'z') ,m +  n ', + n.1,

+ a(m, K) exp (i''z')],T = T2 1 . (12)

* exp (iK • R') dK (7) The quantities in (12) are plane-wave reflection and trans-

where r' = R' + z'e,, y' = (k' 2 - K 2 ) 1/2, and k'2 
= mission coefficients, and the admittances are given by

t A'E'. We could write a similar expression for the field = ,1 =

in the region, z' > zi, but this region contains no sources
and does not affect the scattering. (i = K '/Y', r/ = v"/(WM'). (13)
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The physical interpretation of (10) is clear. The first a t
term represents specular reflection (k,',) of the incident z'
field (b,) from the planar interface. The second term is
caused by the buried object. It involves transmission into
the lower medium (t2 1), scattering by the buried object
(S.22), and transmission back into region I (t' 12). The in- z = Z,
verse factor represents multiple reflections between the 0)
buried object and the interface. The multiple reflections
can be shown explicitly if we expand the inverse in a geo-
metric series Fig 2 Geometr) for a scatterer of permilljt i t,

R2S,) - 94 , -22S,
( 2 RThe vector plane-wave coefficients are related to the sca-

+ ( h2292)2 + . (14) lar coefficients by

If we have weak scattering as in the low-contrast case, b"(K) =.b,( 1. K) (K + K-' -ez) + b,(2. K) K,
then multiple reflections can be neglected, and the first
term in (14) is sufficient. In this -,ase, (10) reduces to (20)

Rtb 1 + T12S22T21b. (15) a'(L) = a,(1, L) (K., - Ly' le.) + a,(2, L)K, .

Ill. BORN APPROXIMATION (20)

The geometry for a homogeneous scatterer of permit- he subscript L on -"' and K refers to an incoming planeThe geomewaveorwithomtransverseatwavenofmbermit
tivity f, imbedded in a homogeneous medium of permit- wave with transverse wavenumber L.
tivity (' is shown in Fig. 2. We assume no magnetic con- ers [6, pp. 124-1291 has presented a general for-
trast so that both media have magnetic permeability '. malism for the scattering matrix, and we follow his ap-
The refractive index n of the scatterer is proach and notation in our application of the Born ap-

proximation. We assume that the incident field is a plane
n = (,/E')/ 2  (16) wave of the form

and n can be complex because both E' and f, can be com- E'(r') = a(L)exp (il" r'),
plex. The Born approximation is valid under the follow- 2 7r
ing conditions [7]: where I'" = L _L . (21)

In - 1l<< I and slk'(n - 1)1 << 1 (17) Then'the integral in (19) reduces to a dot product [6]

where k' = W (t'UE')1 2 and s is the maximum linear di- b2(K) = s22 (K, L) • a,(L). (22)
mension of the scatterer. (The Born approximation is also If we substitute (21) into (18), the equivalent current den-
called the Rayleigh-Gans approximation [7], but we will
use Born in this paper to avoid confusion with Rayleigh sity of the scatterer is
scattering discussed in Appendix B.) Under the above -iwf'(n 2 

- 1) a(L)
conditions, the electric field within the scatterer is equal J,(r) = 7r exp (23)

to the incident field E'. The scattered field can be com-
puted as the field radiated by the equivalent current den- The task now is to derive an expression for b in terms
sity iJ, located within the scatterer volume of J, so that we can identify the form of s,. Kerns [6, pp.

124-127] has already derived the plane-wave spectrum of
J,(r,) = -iwf'(n 2 - 1) E'(r, ). (18) the fields radiated by prescribed currents in a volume. If

In this section we will use (18) to derive the scattering we substitute (23) into his result and perform some alge-

matrix for scatterers of low contrast. bra, we obtain
ik'2(n2 - I) Iv tk) ,(').aL

A. Scatterers of Arbitrary Shape b2(K) = 8w2 ' - I(! ' ) • a,(L)
Although we require the scattering matrix S22 as defined

in (8), we find it easier to derive the dyadic scattering (24)
matrix s22 first. The two forms contain the same infor- where
mation, and the derivation of S22 in terms of the dyadic
scattering matrix is given in Appendix A. The dyadic I= exp [i(i' - k'-) • r, dr,
scattering matrix relates the vector coefficients of the in- r
coming and outgoing plane waves as follows [6]: and V is the volume of the scatterer. The projection op-

erator n in (24) is defined as [61
b2(K) = s22 (K, L) • a2(L) dL. (19) 2(k) = I - kk//, (25)
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where 1 is the unit dyad. From (22) and (24),. we can 2a

identify the dyadic scattering matrix

s; (K, L) = ik2(n2 - l)v 7).(
__~ ~~ ~~~ = r 2,, () ~ 2)2

The equivalent scalar form S22 is given in Appendix A. y
The form of the dyadic scattering matrix for low-con-

trast scatterers is similar to that for a small dielectric Z'
sphere 161, and analytical and numerical comparisons are (a)
given in Appendix B. All of the shape dependence is con-
tained in It, and iv is evaluated for some specific shapes
in the next section. For very small scatterers, Iv is ap- x
proximately equal to the volume V, and s22 is proportional
to (n' - I ) V. This simple dependence is consistent with
measurements of the scattered field (and detectability) of Y
plastic mines buried in dry sandy soil [9].

B. Scatterers of Simple Shape (b)

In general, Iv as given by (24) must be evaluated nu- a
merically. However, for some simple shapes the integra- as
tion can be performed analytically. In this section we x

evaluate I for a rectangular box (parallelepiped), a cir- CS
cular cylinder, and a sphere. We first rewrite Iv in the Y

following equivalent form: z,
(c)

IV exp (ip -r dr, (27) Fig. 3. Geometry for scatterers of special shape centered at the origin: (a)
rectangular box (parallelepiped), (b) circular cylinder, (c) sphere

where
p = i1 - k'- = p~e,, + pye. + pzez. zero-order Bessel function [101

Both p, and p, are real, but p, can be complex because IV= 4rh sin (ph) J(up')p' dp',
"u and -y' can be complex. (pzh) 0o

The geometry for a rectangular box of dimensions 2a where u = (pX + pY) /2 (31)
by 2b by 2c is shown in Fig. 3(a). For this shape, (27) The p' integration can be performed by using recurrence
can be rewritten as

r ra 
relations [ 10] to yield a first-order Bessel function

= exp [i(p.,x' + pYy' + pz')] J,(ua,) sin (pzh) 2
IV V (ua/2) (ph) where V = 2hrac.

dx' dy' dz'. (28) (32)

The integrations in (28) are easily performed to yield For an electrically small cylinder, the arguments of the

sin (pa) sin (pb) sin (pc) Bessel function and sine are small, and Iv approaches V.
Iv = V , The geometry for a sphere of radius a, is shown in Fig.

p,a p,b p:c 3(c). For this geometry, (27) can be written in spherical

where V = 8abc. (29) coordinates

For an electrically small box, all of the sine arguments v = ' exp ir'sin O'(px cos 4'
are small, and iv approaches V. 0 J

the geometry for a circular cylinder of height 2h and + p, sin 0') + p' cos
radius a,- is shown in Fig. 3(b). For this shape, (27) can

be rewritten as • r'2 sin 0' dO' do' dr'. (33)
IV h C.1 (.a.. . ' P Cos Because of the spherical symmetry, we can perform the

= 0 0 k e' and 4' integrations to yield

+ p, sin 0')+ p.z']}p' dp' d'dz'. (30) "n, sin ( 1r') 2

The z' integration can be performed to yield a sine func- 0 vr' r 2 +2

tion, and the 0' integration can be performed to yield a where v (pX + p+ p)l/ 2 . (34)
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The r' integration can be evaluated using integration by E'
parts, and the final result for IV is

sin (a,) - t,a, cos ( va. )i= V ______________

) /3 
a -

wh-ic V - 4Ta 3. (35) y

For an electrically small sphere, the arguments of the sine z

and cosine functions aic small, and Iv approaches V.
The expressions for the cylinder in (32) and the sphere

in (35) are in agreement with previous Born approxima- Fig. 4. Geometry for plane-wave incidence.

tion results [7], but the notation is different. The validity
of the Born approximation has been studied numerically
by Kerker et al. [Il ] for dielectric spheres. They com-
pared plane-wave scattering as given by the Born approx- bl ( I, K) = 0
imation results in (35) with the exact Mie series 17, ch.
91 for wide ranges of values of n and ! k' I a and generated and b1 (2, K ) = 2 rE0 (K - K). (39)
plots of the errors of the Born approximation. Their re- The ;econd term in (15) represents the field ba .'ercd
suits show a useful range of values where the Born ap- into region I from the buried object, and we define it as
prximation is within 10 percent of the Mie series results. 3
All of cur specific cases for spherical scatterers in Section ai = T 12 S 2 t" 1bi. (40)

IV fall within this region where the Born approximation In Section A we present numerical results for the scattered
error is less than 10 percent. We have no exact solution far field, and in Section B we present numerical results
for rectangular boxes or cylinders of finite length, but we for the scattered near field. In both sections we show only
can expect similar ranges of validity becaase the shape the field scattered from the buried object and do not in-
does not appear in the criteria of validity in (17). clude the specular reflection from the planar interface.

Since we have the scattering matrix for three different
shapes, it is possible to derive the scattering matrix for a A. Scattered Far Field
variety of shapes (such as a cylinder on a box) by super- The geometry for the scattered far field is shown in Fig.
position. For the box and the cylinder, we have assumed 5. When kr is large, the scattered field can be evaluated
that a flat face is parallel to the x'y' plane. It is possible asymptotically [6, p. 58]
to treat arbitrary orientation by introducing appropriate ,kr
coordinate rotations. E' - ikIcos 0,e

r

IV. NUMERICAL RESULTS FOR PLANE-WAVE INCIDENCE

The geometry of plane-wave incidence is shown in Fig. [a'( 1, K) (-k/y) ee

4. The incident plane wave can have either TM (parallel) + as(2, K)e] IK=kR/" (41)
or TE (perpendicular) polarization. For TM polarization,
the incident electric field E' is For all of the numerical results, we set the permeability

E' = e0,E0 exp (ik, • r) (36) equal to the free-space value everywhere. For region I we
set the permittivity E equal to the free-space value. For

where region 2 we set the complex relative permittivity ('/f =

k, = K, + ezk cos 0,, 3.0 + i 0.1, and this value is representative of fairly dry
sand [121. For the buried object we set the complex rel-

K, = k sin O(e, cos 4, + e. sin 0,), ative permittivity c-/ = 2.9 + i 0.05. This value is rep-

0, and ', are incident elevation and azimuth angles, ea, is resentative of some plastics and explosives and satisfies
a unit vector in the 0, direction, and E0 is a constant. For the low-contrast condition in (17). Since the scattered fieldthe incident TM field in (36), the corresponding bl coef- strength is proportional to I n2 - I , results for other val-ficients in (1) are ues of e, can be obtained easily. The azimuthal incidenceangle €, is zero in all cases.

bl (1, K) = 2wE 0 cos 0, 6(K - K,) The normalized scattered field strength for ' = 0 as a
and bl(2, K) = 0. (37) function of 0 is shown in Figs. 6-10 for various cases.

The relevant dimensions are normalized to the free-space
For TE polarization, the incident electric field is wavelength X ( = 2r/k). For a typical frequency of 600

,(38) MHz, X = 50 cm. In all cases, the buried object has a
=eEe (38)volume of 0.008X3.

where e,, is a unit vector in the O, direction. For the in- The dependence on the burial depth of a cube is shown
cident TE field in (38), the corresponding b, coefficients in Fig. 6 for normal incidence (0, = 0). For d/X = 0.1,
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- a x 10-- Fig. 8. Scauerd far field for equal-volume boxes of various dimensions
o// "-05 for normal incidence.
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Fig. 6. Scattered far field for a cube located at various depths d. Normal dik = 0.2
incidence (6, 0).

0
900 1350 1800 2250 2700

6 x 10- 4  o9

5 X 10 Sphere Fig. 9. Scattered far field for a cube for TE incidence at various angles 8,.

- 4x10 4  7 - - - 1.0 x 10- 3

UJ /1 --

3 X 10- Cylinder 0,: 600

_0
0.6 x 10-3 - 300

1 10- 1 0.4 -xS1,-3
dlk = 0.2 0/ 0.4x10 3 /
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Fig. 7. Scattered far field for a cube (a = b = c = 0.1 X), a circular 900 1350 180o 2250 2700

cylinder (h = a, = O. 1084 X), and a sphere (a, = 0. 1241 X) for normal
incidence. All have equal volumes ( V = 0.008 X3). 6

Fig. 10. Scattered far field for a cube for TM incidence at various angles
9,.

the upper surface of the cube is flush with the interface.
Results for a sphere, a cube, and a cylinder are shown in symmetry for 8j * 0, and the peak is shifted toward the
Fig. 7, and there is some shape dependence. Results for specular direction. However, the general field level de-
a cube, a flattened box, and an elongated box are shown creases because of a decrease in the transmission coeffi-
in Fig. 8. The flattened box has the largest scattered field cient (T21) of the incident field. For TM polarization in
because of the sin (pzc)/(pzC) factor in (29). Fig. 10, the peaks are shifted in the opposite direction,

The effect of incidence angle is shown in Figs. 9 and and this is a result of the polarization properties of the
10. For TE polarization in Fig. 9, the curves lose their scattering matix as given by (26). In all cases, the scat-
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3 x 10
- 3  1 , 1, , 5 x 10-3 T

a = b = C = 0.1 a/A b/A =0.2

d/k = 0.2 4 X 10-3 /--Y/IA = 0 C/A = 0025
y/A = 0 ZIA = -0.1% d/A = 02

2 x 10 - ' 0O 3 x 10- 3  0.25 zA = -01

Ww
%"- 2 x 10- 3 

_

lx 10
- 3  1 -3 71xi,

0

0 - /
0 1.0 2.0 3.0

X/A. Fig. 12. Scattered near field for a rectangular box for normal inidence.

Fig. II. Scattered near field for a cube for normal incidence 4 x 10-3 I a = b = C 01 A

tered far field is zero at the interface (0 = 90' ), and this 3 x 10' y,-d/A = 01 z/A -01

is consistent with calculations by other mcthod, [4]. --W 0.22 x 10- 3 \
B. Scattered Near Field W

The scattered near field is of interest in detection where 1 0 05
the receiving antenna is located near the interface. From - .
(6) and (40), the transverse components of the scattered 0 1.0 2.0 3.0
near field are

x/A
E'l,(r) =Fig. 13. Scatterednearfieldfor a cube located at various depths for normal

E11(r)= i- Z K,,a'tm, K) exp ( -iyz) Fg 3 cteenafed icdne

.exp [i(krx + ky)] dkx dk. (42) 5 x

A similar expression for the z component can be obtained a = b c = 0.1A
from (1). For a fixed value of z, the double integration 4 x 10-  d/A = 0.2
over k, and k, can be approximated [ 131 by a two-dimen- zIA = 0
sional fast Fourier transform (2D FFT). Thus, a rectan- 3 x 10-  ,
gular grid of field values at discrete values of x and y is % -0

S-0.1
computed rapidly by 2D FFT. 2 x 10- 3

In Figs. 11-16, we show the normalized magnitude of
E' as a function of x for TE polarization. There are also i x 10- 1 '
small x and z components, but the ' y component is domi- -0.2'-
nant. The y component is the one of interest in detection 0'
systems when v-directed dipoles are used for transmitting
and receiving. x/A

The near field for several values of y at a height of Fig. 14. Scattered near field for a cube at various heights above the inter-
0. 1 X above the interface is shown in Fig. 1I. The peak face for normal incidence.
value occurs directly above the buried cube for normal
incidence (6, = 0). The scattered field is small compared is no longer located directly over the scatterer, but is
to the incident field because of the low dielectric contrast. shifted in the specular direction. This shift in the peak
The scattered field is somewhat larger for the flattened field also occurs for other values of y as shown in Fig.
box in Fig. 12. 16.

The depth dependence is illustrated in Fig. 13. The re-
sponse is decreased and stretched out as the depth is in- V. CONCLUSIONS
creased. The height dependence is shown in Fig. 14, and We have used the Born approximation to obtain the
this is important for liftoff considerations of real detec- scattering matrix for buried objects of low contrast. For
tors. It is most desirable to locate the receiving antenna general shapes a numerical integration over the volume of
as close to the interface as possible. the object is required, but for some special shapes (sphere,

The effect of the incidence angle is shown in Fig. 15 circular cylinder, and rectangular box) the integration can
for a rectangular box scatterer. For 6, * 0, the peak field be done analytically.
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Fig 15 Scattered near lield fir a rectanguiar ho, for ,arious incidence 0

900 1200 1500 180;

0
4 x 10 - Fig 17 Conipari.on ot Ra' leigh and Born appro .riation for far field

atA = D 3 ,catlered a ,phere at depth d 0) 2 . oX r norml incidence

3 x 10 c oiA = 0 3330t

CA =033 , s-(K, L) :]it(k' ) Vt(I").

-2 x 2 10.-
---  0  2 5  ik'2 2 )/

U Z = -01 ,where f- A

1 \0- 3  The conversion from s- to S- is given by Kems [61, and
05 /in general it involves several dot products of vectors and

o dyads. lowevri, for the special form of s., in (Al), S,,
-2.0 -10 0 10 2.0 reduces to

S1 (I, K; I, L) = e,(k') e (/

Fig 16 Scattered near held tor a rectangular hov. for oblique incidence.

S( I, K, 2, L) = k' ep(k') K(L)f 22

We have used the plane-wave scattering-matrix for- k'
mulation to compute the scattering from buied objects of k'
low contrast. Numericai results have been presented for S_2(2, K; I, L) = - K,(K) epar(i" )f22
the scattered far field and near field. Near fields are cal-
cu!ated using 2D FFT, and no Sommerfeld integral eval- and S 2 (2, K; 2, L) = K(K) • K(L)f 2 . (A2)
uations are required. The scattered fields are fairly -eak(A

because of the low dielectric contrast, but this is an im- The parallel unit vectors in (A2) are defined as [61

portant case in detection of buried objects. k'- ! '

A number of extensions to this work would be useful. ep,(k'-) = (K)x - and epr(l' = -(L)x-

Rather than plane-wave incidence, we could treat the in- k 1-

cident field from the transmitting antenna of an actual de- (A3)
tector by using the plane-wave scattering matrix theory
[5]. The plane-wave characteristics of the receiving an- APPENDIX B

tenna could also be included in the calculations. This COMPARISON WITH RAYLEIGH SCATTERING FOR A

would allow comparison with UHF detection measure- SPHERE

ments for dielectric obiects buried in sand. Other object In Rayleigh scattering [7, Sec. 6. 11, the electrical size
shapes could be analyzed by combining the simple shapes of the scatterer is small compared to the wavelength in the
studied in this paper. It would also be interesting to carry surrounding medium ( I k' a, << I ). Under this condi-
this approach over to the time domain [14]. lion, the dyadic scattering matrix for a dielectric sphere

is [6, p. 1301

APPENDIX A s'2(K. L) = f22Rn(k'-) •t(')
SCALAR FORM OF S22

We first re,.rite the dyadic scattering matrix of (26) in wheref = 3ik'"(n - ) V (Bl)

the following form: 81r 2y'(n 2 + 2)"
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Fields of Horizontal Currents Located
Above the Earth
DAVID A. HILL, FELLOW, il.F.

Abstract-The plane-wave spectrum technique is used to derive the 1I. PRIMARY FIELDS
fields of horizontal currents located in a horizontal plane above the
earth. The far field is derived asymptotically, and the near field is com- The geometry for horizontal currents located in a plane
puted by two-dimensional fast Fourier transform. Specific numerical (Z = 0) above a half space is shown in Fig. 1. We assume
results are presented for a pair of oppositely ,irected dipoles, and the that the electric surface current density J, ( R,) is known,
results have application to detection of buried objects. When the an- and the time dependence is exp ( -iwt). The interface is
tenna Is located at low heights, the field is enhanced in the earth and located at Z = h, and a primed coordinate system (x' =
decreased in air.

x, y' = y, z' - z - h) has its origin at the interface. The
complex permittivity f and permeability vt of the region,

1. INrROD CTION z < h, are arbitrary, but will later be set equal to their
R ADIATION from antennas near the earth has been free-space values. The formulation and notation will fol-

studied by many investigators, and Banos [1] has low [31 and [4] fairly closely.
summarized many of the results for Hertzian electric and In the region z < h the primary electic field EP can be
magnetic dipole sources. More recently Smith 121 has used written as a spectrum of plane waves 141
the plane-wave spectrum technique to study transmission 0 2
into a lossy half space. Hill and Cavcey [3] have used the EZ,,) A
related plane-wave, scattering-matrix technique [4] to in- E(r) =
clude interactions between antennas separated by a planar -

interface and between an antenna and an interface, where r is the position vector, and the subscript q takes
In this paper we specialize the scattening-matnix tech- the value 1 for z > 0 and 2 for z < 0. For q = 1, we

nique [3] to the case of an antenna with horizontal cur- take the positive superscript of Em, and for q = 2, the
rents located in a horizontal plane over a horizontal, air- negative superscript. The integrations are taken over real
earth interface. This case includes many of the antenna values of the wavenumbers k, and k,, and K is given by
types, such as horizontal loops [5] and dipoles [6], which K = ke, + key, where e,, eY, and e. are unit vectors. An
are used in detection of buried objects . expression similar to (1) can be written for the magnetic
The organization of this paper is as follows. In Section field, but in this paper we are interested primarily in the

II we derive the plane-wave spectrum of the primary fields electric field.
of horizontal currents in free space. In Section III we ob- The plane-wave field E' is a transverse to the propa-
tain the transmitted and reflected fields from the previous gation vector. is transverse magnetic (TM) for m

results in [3]. In Section IV we obtain the plane-wave or transverse electric (TE) for m = 2. The propagation
spectrum of the fields of oppositely directed dipoles of vector k ± can be written

finite length. This type of antenna has a null in a vertical

plane to reduce strong ground reflections and has been k t = K ±-ye, (2)
used for detection of buried objects. Section V contains
numerical results for the far field and the near field of where y = (k 2 - K 2)t /2 , k 2 = W2tLE, and K2 = K - K.
oppositely directed dipoles. The near fields in the earth The sign of -y is chosen so that the imaginary part of -y
are of particular interest in detection of buried objects. is positive. If the imaginary part of -y is zero, then the
Section VI contains conclusions and recommendations for sign is chosen so that -y is positive real. We define the
further study, and the Appendix contains an analytical following transverse (to z) unit vectors
expression for the ratio of the field strength in the earth K/K and 2 = exK, (3)
to the field strength in air.

which are respectively in and perpendicular to the plane
Manuscript received October 19, 1987; revised May 12, 1988. This work k ± and e .The TM plane-wave field is given by

was supported by the U.S. Army Belvotr Research and Development Cen-
er.The author is with the Electromagnetic Fields Division National Bureau E (K, r) = (K1 T Ky-e)u± (4)

of Standards, Boulder. CO 80303.
IEEE Log Number 8823376. where u ± = exp (iK ± • r)/(2w).

U.S. Government work not protected by U.S. copyright
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X the primary and reflected fields: E(r) = EP(r) +
is--z= O E, (r).

In the lower medium, z' > 0 or z > h, the transmitted
y electric field E,' can be written in a form similar to (1)

P1'

X / /(r') = X a,(m. K)E,,'(K, r')dA, dk,. (12)
Z M~

n~

(z.h)- '/," " 7 / 'y The plane-wave field E,2 is given by

E;*(K, r') = (KI - K-'e:)u'" and

E' (K, r') = Ku; (13)

z where
Fig I Geometr". or horizntal ,urla.c current, in the plane z 0 at a

height h ahoc the nertcrlac U' = exp (ik' • r')/(27r) and k'" = K + 1'e.

The coefficient a: has been derived in 131
The TE plane-wave field is gi\en by

E~Kr Sa;(m. K) = T~b1 (m, K). (14)E A*( K, r) = K, U a.(5

The scalar coefficient b ( n, K ) in (1) can be written in The superscript t again indicates translation

terms of a vector coefficient T;t = T1 e
' h  (15)

bq(?n, K) K,, b,(K). (6) where

Kerns [4, pp. 124-1271 has derived the ,ector coefficient 27m
in terms of an integral over the source current. For the T21  f, + ,
geometry in Fig. I, we can write his result in the form

bq(K)= -(k 2 - ) n(k!) U(K) (7) IV. OPPOSITELY DIRECTED DIPOLES

where L'(K) 1'4vw f(R,) i RA transmitting antenna of particular interest in detec-
w-  dR,. tion of buried objects at shallow depths is shown in Fig.

The projection operator 7r in (7) is defined as 141 2. The antenna consists of two x-directed dipoles of length

t(kl ) = 1 - k-k*-/k 2  (8) L fed in opposition and separated by a distance s. This

where I is the unit dyad. type of antenna has a null in the xz plane even when it is
located over a homogeneous half space or a horizontally

Ill. REFLECTED AND TRANSMITTED FIELDS stratified half space. We do not consider the receiving an-
n tenna in this paper, but it is normally an x-directed dipole

In the region. < h. the reflected electric field E(I can located at the origin. Thus it will respond to inhomogene-
be written in a form similar to (1) ities that are asymmetrical with respect to the x- plane,

2 ,but not to a homogeneous or horizontally stratified earth.

E (r) a I(m, K) Er"(K, r)dk, dk, ( In this paper our interest is in the near fields to see how
E= I ) buried objects will be illuminated.

We assume sinusoidal current distributions on the op-

The coefficient a, has been derived in [31 positely directed dipoles that can be represented by the

a(m, K) = R'ttbl(m. K). (10) following surface current distribution:

The superscript t indicates that R'l is a translated reflec- lo sin [k(L

tion coefficient J(R,) = e.

Rill = Rile '2
-h (11) sin (kL/2)

where [b(y, - s/2) - 6(y, + s/2)] (16)

- ' where 10 is the feed current of each dipole and 6 is the
R + 'i+ = /,2 Dirac delta function. It would be possible to solve for the

current distribution on a pair of wire antennas over the
Ili = o '/Y'. i7" = 7'/(wf'), ground by the method of moments 171, but the classical

-y'= (k'2 - K2) 1/2, and k2 = tW2 ,'*. sinusoidal current approximation 181 is adequate for our
field calculations as indicated in Section V.

The total field E(r) in the region, z < h, is the sum of If we substitute (16) into (7) and carry out the R, inte-
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(r.,) where e, and e,, are unit vectors in standard spherical co-
ordinates (r, 0, 0 ).

The far field in the earth can also be evalualed asmp-
x totically. Whcn I k' r' :s large, the tiansinitted held is 14,

p. 581

L S s " E,'(r') - i' e [,1l 1, K )lk'l'' e,

-f a12. K )e, 1AR (20)

z where e, and e, are uni vectois In! the priimed spherical
air, " coordinate s)stemi (, 6', o' ). Wicii k' is complex, the
earth, E' far field in the earth has esponential dc.ay in addition to

spherical spreading, and Smith 121 has factored out this
exponential decay in his definition of the far-field pattern.

To verify that the assumed current distribution in (16)
Z' is an adequate model foi a detector with oppositely di-

Fig 2 Geometry for oppositely directed dipoles at a height h above the rected dipoles, we first com-pared theoretical and nea-
ear'h. sured fir-field patterns for tree space conditions ( E' C c ).

The measurements were performed in an anechoic cham-
gration, we obtain the following result for U( K): ber in the far field of the oppositely directed dipoles. A

e,1() dipole probe was used to measure the electric field
U(K) = iriwE sin (kL/2) sin (ks/2) strength. Fig. 3 shows the If-plane ,0 = 900) pattern,

and the agreement is very good for the dominant horizon-
k[cos (kL/2) - cos (kL/2)] tal component. The theory predicts no vertical component

2 - k2  (17) of electric field, but the measurement shows a vertical
component about 20 dB below the horizontal component.

As given by (17), U(K) is indeterminate at k, = +k. Fig. 4 shows the E-plane pattern (0 = 900), and the
This special case can be evaluated directly from (7) and agreement is not as good. Again there is d measured ver-
(16) to yield tical component of electric field about 20 dB down that is

not predicted by the theory. Part of the problem is that
eL sin ( . (18) the detector dipoles have some end loading, and there is

k s)Ikink(ks/2). (8 a circuit board in the plane of the dipoles. We tried as-U( K)l , +_ 4lriwf

suming a constant current to take account of the end load-
Thus U( K) for the current distribution in (16) is even in ing, but the sinusoidal current in (16) provided better
k,, odd in kY, and well behaved for all K. agreement in the far-field pattern. The poorer agreement

in the E-plane pattern is not a serious problem for our
V. NUMERICAL RESULTS application because most of the interest is in the H-plane

In this section we obtain far-field and near-field results pattern (far field and near field).
for the oppositely directed dipoles located in air over a In Fig. 5 we show the H-plane pattern for three antenna
lossy earth. We assume that the magnetic permeability of heights over a lossless earth (c'/f = 4.0). (We use 0 to
both the air and earth is that of free space, ju = A' = Ao, represent either 0 or 0' because in the far field they are
and that the permittivity of air is that of free space, e = equal. Because the z-axis is pointed down, 0 values greater
f. The dipole length L and separation s are: L = s = than 90* represent the pattern in air and 0 values less than
0.2735 X, where X is the free-space wavelength (= 90' represent the pattern in the earth.) The electric field
21r/k). This corresponds to a physical length and sepa- has only an x-component in the H-plane, and we multiply
ration of 21.59 cm at a frequency of 380 MHz. E by the normalization factor r/( 0 i) to make it dimen-

sionless. The sharp cusps at the critical angle, 0 = sin-'
A. Far Field [(C/e,)1121 = 300, have also been observed in the nu-

We first consider the electric field in air (z < h). When merical results of Smith [21. If we wish to maximize theW fisarst, r cn the eltricfield iaympotir ay ( p. field in the earth and minimize the field in air, then it is
kr is large, E(r) can be evaluated asymptotically 4, p. best to make h as small as possible. This has been done
581 for a crossed-dipole system [61. The reason for minimiz-

e k[K) e# ing the field in air is to reduce reflections from above-
E(r) - ikcosOl -r b2(1, K) + a0(1, ) o ground objects.

In Fig. 6 we show the H-plane pattern for three real
values of e'/e. The free-space case ('/e = I) shows

+ b2(2. K)e ItkR/, (19) equal fields in air and earth, but an increase in e'/E in-
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A
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LL0.
.280

r 70 Horizontal Polarization
__ * Vertical Polarization

W 6 --- Theory (Hor. Pol.) I I

50 LL . .. 0.1 1.0

00 900 1800 2700 3600

Fig 3 Comparison ot measured and theoretical lI-plane patterns for op-
posite, directed dipoles in free space.

0 -
00 450 900 1350 1800

110

"v 100 / Fig. 6. H-plane pattern of oppositely directed dipoles located at the air

0 earth interface for various earth permittivities.

LL80
.2/ * 1, there is a null along the interface (0 = 900)
0 70 - Vertical Polarization because the reflected and primary fields cancel. The mul-

- Horizontal Polarization tiple lobes in the earth for ('/f = 80.0 are a result of the
S60 --- Theory (Hor. Pol.) sin (kys/2) factor in (17). For antennas that do not have

- a null in the vertical directions (0 = 00, 1800 ), the Ap-
50 900 1800 2700 3600 pendix contains a simple result for the ratio of the far fieldin earth and in air.

+ B. Near Field
Fig. 4. Comparison of measured and theoretical E-plane patterns for op- The near fields are actually of more interest than the far

positely directed dipoles in free space. fields in the detection of buried objects at shallow depths

0.25_ (typically less than a skin depth in the earth). From Sec-
0.25 Iearth -- +- air I tions II and III, we see that all field components require

E'I =4.0 evaluation of two-dimensional integrals of the form
0.20 --

h=0
0 =0 F(K)e'(A*'x+kY) dk1 dk",

r ~ 0.15 .-

I°01.heproximated 9( , K 10 by a two-dimensional fast Fourier- o~ogion. The double integration over k, and kr. can be ap-

005* \transform (2D FFT).
0.05 The x-component of the electric field E, is dominant

both in the earth and in the air, and in this section we give

0 numerous results for the normalized, dimensionless x-
00 450 900 1350  1800 component, E,. = XE1/(l0oi). All plots show only the

magnitude of E,, because the phase is of less interest. In

0 all cases E, has a null at y = 0, and only positive values
Fig. 5. H-plane pattern of oppositely directed dipoles at various heights of y are shown because IE,,, I is even in y.

above the earth. Figs. 7-10 show I E,, for an antenna height h of 0. 1 X
over a low-loss earth (t'/e = 4.0 + iO. I ). Figs. 7 and 8

creases the fields in the earth and decreases the fields in show the effect of the offset distance x from the antenna
air. The case, E'/f = 4.0, is representative of dry soil, centerline (x = 0) on the fields in earth and air. The field
and the case, i'/e = 80.0, is representative of water. .For in the earth is about twice that in air, and the x and y
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03 - 0.5

I h/A 0O.1
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032%=. 0.3

0. n Exn

0. %0.5

0
0 0.5 1.0 1.5 2.0

ylA
0 05 I 1 5 2.0 Fig. 9. Normalized electric field at various depths in the earth. Complex

earth permittivity: '/e = 4.0 + iO I.
',/A

Fig 7. Normalized electnc held in the :.jrlh a 'arious x l)cations. Corn- 0.5

pleK earth pcrmiltil. It ' ' = 4.0 - :0.I h/A 0.1
0.4 - X=0 -

0.20 - V F
h/A =01 0.3 zIA =-0.1 -

0.15 z/A -0.3 IExn
xIA = 0 0.2 -0.3 -

IExnI 0.10 0 ' - 0.1 -0.5 -

\0.2\t 0
0.05 0. 0 0.5 1.0 1.5 2.0

y/A
0 . - . .__. __Fig. 10 Normalized electric field at various heights in air. Complex earth

0 0.5 1.0 1.5 2.0 pennittivity: e'/, = 4.0 + i0.1.

y/A 0.5 1 1
Fig. 8. Normalized electric field in air at various x locations. Complex (z-h) A=0.2

earth perm ttivity: '/ ' = 4.0 + gOAl 0.4 -xO -

h/A=0
variations are about the same. Figs. 9 and 10 show the
field decay with depth in the earth and with height in the 0.3

air. The curve for z/X = -0.1 in Fig. 10 has a sharp IExnJ r \
peak for the point near the antenna ( y = s/2). 0.2 \ -

Figs. 11 and 12 show the effect of antenna height on

the field at a fixed depth, z - h, in the earth and a fixed 0.25
height, h - z, in air. As with the far-field patterns, a de- 0.1
crease in antenna height causes a desirable increase in the
fields in the earth and decrease in the fields in air.

Fig. 13 shows the effect of increasing loss in the earth. 0 0
Fig. 14 shows the effect of increasing the dielectric con- 0 0.5 1.0 1.5 2.0
stant of the earth. An increase in the dielectric constant yIA
shifts the peak toward the origin because the field is re- Fig. II. Normalized electric field in the earth for various antenna heights.
fracted toward the vertical direction. Complex earth permittivity: e'/t = 4.0 + O. 1.

3-(C6)



HILL FIELDS OF HORIZONTAL CURRENTS ABOVE THE EARTH 731

0.20 1 0.3 1 1 1 1

(h -Z)JA =0.5 - h/A =01
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0.15 -
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I~~xnl O0l 25n '

' \24.0

0.1.1
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80---- 2 \0.1
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80A

i0'~~~~i -'--.-_-
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yIA y/A
Fig. 14. Normalized electric field in the earth for various values of Re

Fig. 12 Normalized electric field in air 10r various antenna heights. Corn- ('/i). Imaginary part of earth permittivity: Im ('/) = 0. 1.
plex earth permittvits i'/f = 4.0 + iO. 1.

earth and decreases the field in air, and this effect holds
0.3 I for the near field and the far field.

h/A =0.1 A number of extensions to this work would be useful.

Im (f'/f)=0 zA =0.3 A buried scattering object [I] and a receiving antenna
x=0 could be included in the theory to assess the overall de-

tection effectiveness. The required plane-wave, scatter-
0.2 --0.5 ing-matrix theory has already been developed to handle

% analyzed, and the effect of the ground on the input imped-
10E\nl - ance could be studied as a function of antenna height [ 121.

0.1 I.APPENDIX-FRONT-TO-BACK RATIO
0We define the front-to-back ratio FBR(h) as the mag-

nitude of the ratio of the far field in the earth to the far
field in air for the directions normal to the interface (0'
= 0 and 0 = 1800 ). This definition is not useful for an-
tennas that have nulls normal to the interface as in the

0 1 1 case of oppositely directed dipoles. As in Section V, we
0 0.5 1.0 1.5 2.0 considered the special case, IA' = u = ti0 and E = Eo.

From (19) and (20), we can derive the following:

Fig. 13. Normalized electric field in the earth for various values of Im FBR(h) = e (Al)
(('/t). Earth permittivity. Re (('/t = 4.0- k(1 + R 11)

where the expression is evaluated at K = 0. The expo-
VI. CONCLUSION nential factor occurs because the earth is lossy. The height

We have used the plane-wave spectrum technique to dependence is contained in R', as seen in (11). When h
derive expressions for the near fields and far fields of hor- = 0, (Al) simplifies to
izontal electric currents located above the earth. The far FBR(0) =/ I2ei "A2

fields are evaluated asymptotically, and the near fields are
calculated using 2D FFT. The 2D FFT technique is fast When E' is real, there is no exponential decay, and (A l)
and simple, and it avoids Sommerfeld integral evaluations reduces to
that are usually associated with antennas near an interface FBR(h) = jk'T 21/[k(l + R'11)I (A3)
171.

Specific numerical results have been generated for the where the expression is again evaluated at K = 0. If in
far fields and near fields of oppositely directed dipoles addition h = 0, (A3) reduces to
located above the earth. This antenna configuration is of F= (CI /2
particular interest in detection of buried objects. Locating FBR(O) _ /2. (M)

the antenna close to the earth enhances the field in the This remarkably simple result is consistent with the nu-

3-(C7)



732 IEEE TRANSACTIONS ON GEOSCIENCIE AND REMOTE SENSING, VOL 26. NO 6. NOVEMBER 1988

merical results of Smith [21 for a horizontal dipole located 1101 -- , "'On approximating Fourier integral transforms by their discrete
at the interface. The result in (A4) can also be derived by counterparts in certain geophysical applications," IEEE Trans. An-

tennas Propagat., vol. AP-23, pp. 264-266, 1975.reciprocity. 11I D. A. Hill, "Electromagnetic scattering by buried objects of low con
Irast,' IEEE Trans Geosci. Remote Sensing, vol. 26, pp. 195- 203,
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Near-Field Detection of Buried Dielectric Objects
DAVID A. HILL, FELLOW, IEEE

Abstract-The plane-wave scatteri.;-matrlx method is used to com- I]. PLANE-WAVE SCATTERING-MATRIX THEORY
pute the response of a detector to a buried dielectric catterer. The
Born approximation is used to derive the scattering matrix for scatter- The geometry of a detector in air and a buried scatterer
ers of small dielectric contrast, but the general theory is not limited to is shown in Fig. 1. The air has permittivity to, the earth
such cases. Specific numerical results are generated for m UHF dipole has permittivity e', and the permeability is ;Lo everywhere.
detector swept over a buried dielectric cube. The maximum response The detector can consist of either a single antenna or sep-
is obtained when the detector is located at the air-earth interface, and arate transmitting and receiving antennas, and it is located
the response decays rapidly with detector height. The sweep curves are
symmetrical in the horizontal direction and have a null when the d,- at a height h above the earth. The scatterer is located at a
tector is directly over the object. An experimental curve for a free- depth d and a horizontal offset P.
space environment has the same qualitative features. The general notation and the formal scattering-matfiA

solution for the fields and the received signal are con-

I. INTRODUCTION tained in [7], and here we will only extract the results that
[]-[31 is are necessary for our detector application. The column

THE analysits of scattering by buried objects i-3 is matrices d and b, contain the coefficients of the upgoingIcornplicated by the presence of the air-earth inter-ando gogplewvsinterinbtenthd-

face. The problem becomes even more complicated when and downgoing plane waves in the region between the de-
tector and the interface. Similarly, the column matrices

the characteristics of the transmitting and receiving anten- and d' contain the coefficients of the upgoing and
nas are included [41, [5]. The plane-wave scattering-ma- downgoing plane waves in the region between the scat-

trix method [6] provides a convenient means of combin- terer and the ae intere

ing the source, receiver, scatterer, and interface effects in The receiving and transmitting characteristics of the de-

a self-consistent formulation [7]. tector are specified by

In this paper we use the plane-wave scattering-matrix

method to study the detection of buried objects by a de- b0 = 40 d1  and b, = i0 ao (1)
tector that is swept over the earth's surface at a low height.
Numerical results are obtained for a UHF detector that where ao and b0 are coefficients of incoming and outgoing
consists of oppositely directed transmitting dipoles [8] and modes at the detector feed, go, is a row matrix represent-
a single receiving dipole. The buried dielectric target is a ing the receiving characteristics of the detector, and Sl0 is
homogeneous rectangular box of arbitrary dimensions [9]. a column matrix representing the transmitung character-
The scattering matrix for this particular target is derived istics of the detector. Here we have assumed that the re-
by using the Born approximation for a low dielectric con- flection coefficient at the detector feed and the scattering
trast. matrix of the detector are negligible.

The organization of this paper is as follows: In Section The scattering characteristics of the buried object are
II we review the plane-wave scattering-matrix theory for specified by
the detection application [7] and obtain an approximate (2)
expression for the received signal as a function of detector
position. In Section III we derive the required plane-wave where $6z is a square matrix representing the scattering
transmitting and receiving characteristics for the UHF di- characteristics of the buried object. The r-esults in [7] ap-
pole detector. In Section IV we carry-out the scattering- ply to general scatterers, but here we assume that the scat-
matrix calculations and present sweep curves for the UHF terer is homogeneous and has complex permittivity e
detector for various parameters. An experimental sweep which does not depart markedly from e'. For this case the
curve is also shown for a free-space environment. Con- scattering matrix $; has been derived using the Born ap-
clusions and recommendations for further work are con- proximation [9]. This weak-scattering case is applicable
tained in Section V. to detection of plastic mines in dry soil [10].

The general solution for the received signal b0 in [71
Manuscript received July 15, 1988; revised Febnaary i0, 1989. This contains the effects of multiple reflections between the

work was supported by the U.S. Army Belvoir Research and Development scatterer and the interface. For our case of weak scatter-
Center.

The author is with the Fields and Interference Me -tmol o up, Elec- Ing we neglect multiple reflections, and the result in [7]
tromagnetic Fields Division, National Institute of Standards and Technol- reduces to
ogy, Boulder, CO 80303.

IEEE Log Number 8928101. b0= 9 tLlOa 0 + S1t'2Wt2,SloaO. (3)

U.S. Government work not protected by U.S. copyright
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Fig. 1. Geometry for a detector over a buried dielectric object. Fig. 2. Geometry for a dipole detector over a buried dielectric box.

culated for each value of P. The numerical evaluation of
The f!-st term in (3) represents reflection of the air-earth (4) will be discussed in more detail in Section IV.
interface and is independent of the buried scatterer. Most
detectors are designed to null out this ground-reflected III. DIPOLE DETECTOR
signal either by placing the receiving element at a null of A UHF dipole detector of particular interest in detec-
the field 18] or by using a cross-polarized receiving ele- tion of buried objects at shallow depths is shown in Fig.
ment [11]. Consequently, we will assume that the first 2. The transmittuag antenna consists of two x-directed di-
term in (3) is zero, and the ratio ot the received to the poles of length L fed in opposition and separated by a
incident signal is distance s. The x-directed receiving dipole of length L is

bo/ao = 9 0 [1t~ 2 P2i 1 10, (4) located at the center of the detector (y = z 0) which
is in the null of the transmitting antenna. Thus the detec-

The rioht side of (4) has a simple physical interpretation. tor will respond to inhomogenieties that are asymmetrical
10 represents transmission from the detector into air, with respect to the xz plane, but not to a homogeneous or

P21 represents transmission from air into the earth, 922 horizontally stratified earth.
represents scattering from the buried object, T' 2 repre-
sents transmission from the earth into air, and 90, repre- A. Transmitting Antenna
sents rception at the detector. The transmitting antenna has been analyzed previously

The square diagonal matrices T21 and t'12 have diago- [8] for a sinusoidal current assumption. It would be pos-
nal elements of the following form for exp (- iot) time sible to solve for the current distribution on a pair of wires
dependence: over the ground by the method of moments [121, but the

T21 = T 2 Ie( -yh+ 'd+K P) and T12 = T,2 ei(Ah+'d-K-P) classical sinusoidal curr..t approximation [131 is ade-
quate for our detector calculations. A major advantage of

(5) the sinusoidal current assumption is that it allows us to
Here T21 and T12 are Fresnel transmission coefficients, and obtain an analytical expression for the transmission ma-
the superscript indicates translation as given by the ex- trix io.
ponential factors. The transverse wavenumber K is given The coefficients of the outgoing plane waves b, (m, K)
by are given by [8, eq. (6)]. For linear antennas it is more

K = k., e, + ky e, (6) convenient to normalize the transmission matrix to the in-
put current Io rather than a mode coefficient ao as indicated

where e., ey, and e, are unit vectors. The horizontal offset in Fig. 1. Thus we can define the elements S1o(m, K) of
P of the scatterer is given by the transmission matrix 910 as

P = Pe. + Py e. (7) S,o(m, K) = b, (m, K)/1 0  (9)

The z components of the wavenumbers are given by where bi (m, K) is given by [8, eq. (6)]. In (9), m takes

,y = (k2 - k - k2)'1 2 and ', = (kr - k 2 - k2)1 / 2  on values of I for transverse magnetic (TM) polarization,and values of 2 for transverse electric (TE) polarization.
(8) The transverse wavenumbers k, and ky in K take on real

where k2 = 2po e0 and k'2 = oj2poe . values from -oo to 0w.
Detectors are normally moved at a constant height

above the earth. To generate sweep curves (detector re- B. Receiving Antenna
sponse as a function of horizontal position) we need to We assume that the receiving dipole also has a sinu-
calculate bo/ao from (4) for varying values of the hori- soidal current [13]:
zontal offset P. This calculation involves multiplication sin - Ii}
of large matrices, but fortunately 9,0, t, and S' are in- l(x) = LIx < L/2. (10)
dependent of P. Thus only P21 and t'12 need to be recal- sin (kL/2) (
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For an incident field E', the open-circuit received voltage the box are parallel to the Ay, yz, and xz planes. The scat-
V, can be determined from " induced EMF method [131: tering matrix 2 for this target has been derived for the

L./2 low contrast case [91, and we will not reproduce the result
e x E'l 0 1 . i(x) dx. ( 11 ) here. The bulk of the computing in evaluation of(16) is
-L/2 the filling of 2'2 and the associated matrix multiplications.

To determine the elements Sol (m, K) of the receiving 2 is a square (N x N ) matrix where N is determined by
matrix 2, we let the incident field in (11) be either a TM the sampling in k, and ky. If Nk is the number of samples

or a TE plane wave. Thus we have required fork1 (and k)), then N = 2Nk where the 2 factor
is due to the two polarizations (TM and TE). This means

(12 * Xthat 22 contains N 2 = 4N4 elements, which is typically a
2" e very large number. Fortunately, go, is a row matrix,

is a column matrix, and both matrices contain onlyThe transverse unit vectors K,, are [61 elements. Also, both f 12 and f 21 are diagonal matrices

= (ke. + kyey)/K and K2 = (kyex - kxey)/K that contain only 2Nj nonzero elements. A computer pro-
(13) gram was written to evaluate (16), and the convergence

was studied by varying the step size and the maximum
where K = IK. For linear antennas we find it more con- values of k, and k,.
venient to define the receiving matrix in terms of the re- The magnitude of V, /0 versus P, is shown in Figs. 3-
ceived voltage V, rather than a mode amplitude. Thus we 5 for a number of different parameters. All dimensions are
set Sol (m, K) = V,. If we substitute (10), (12), and (13) normalized to the free space wavelength X, and the actual
into (11) and carry out the x integration, we obtain the frequency of operation for this type of detector is typically
final result 380 MHz, which corresponds to a wavelength of 78.9 cm.

-kk. The detector dimensions are L = s = 0.2735 X = 21.6
/1 o = K) Y cm. For ground constants we choose t'/,o = 3.5 + iO.1,

Soi ) K rK(k 2 - k') sin (kL/2) which represents fairly dry soil. For target dimensions we
choose 2a = 2b = 2c = 0.126 X, which equals 10 cm.

[cos (kL/2) - cos (kL/2)]. (14) The complex dielectric constant is E,/t = 3.0 + iO.05,
which represents a fairly low-loss material such as plastic

When k. = k2 , (14) is indeterminate and the limiting re- or wood.
suit is In Fig. 3 we show the effect of offset distance P on the

sweep curves. All curves have a null at Py = 0 and are
Sol (1, K) = -k 1 L/(4rK). (15) symmetrical in Py, and the response falls off as P is in-

\2 creased. In Fig. 4 we show the effect of the scatterer depth
d on the sweep curves. For d/X = 0.063, the top surface

In (14) and (15), the x subscript on k corresponds to m = of the cube is flush with the air-earth interface. For in-
1, and they subscript corresponds to m = 2. creasing d, the response decreases. In Fig. 5 we show the

effect of detector height h on the sweep curve:, and the
IV. NUMERICAL AND EXPERIMENTAL RESULTS response decreases rapidly with increasing h. All of the

In this section we present numerical results for the ge- results in Figs. 3-5 are consistent with the scattering re-
ometry shown in Fig. 2. We simulate sweep curves by suits in [9] and the antenna results in [8]. For soil with a
varying Py while holding constant the detector height h, higher moisture content, both the real and imaginary parts
the scatterer depth d, and the x offset P,. The computed of e' will be larger, and some results for the increased
quantity is the ratio of the received voltage V, to the input attenuation of the transmitted field have been given in [8].
current 10: Some experimental work was performed for the UHF

V,l 4= 4o $2t I0. detector in Fig. 2 for the same physical dimensions (L =
s = 21.6 cm). The detector suffered from lack of sensi-

The result in (16) is the same as (4) except that 90, and tivity and an imperfect balance. However, its perfor-
910 have been defined in terms of voltage and current as mance improved somewhat when the operating frequency
indicated in the previous section. The quantity V,/1 0 is was increased from 380 to 430 MHz. An experimental
the mutual impedance between the transmitting antennas curve for a spherical target in a free-space environment
and receiving antennas and has units of ohms. It is zero (E'/Eo = 1) is shown in Fig. 6. The sphere diameter was
in the symmetrical environment of free space or a homo- 9.85 cm, and the sphere material was nylon (c,/to "
geneous half-space, but is unbalanced by the presence of 3.0). The height of the detector above the surface of the
any asymmetries. sphere was 1.2 cm. Since the Born approximation is not

The buried target is modeled as a rectangular box (par- valid for such a large contrast (e,/e' = 3.0), we did not
allelepiped) of dimensions 2a x 2b x 2c and complex attempt a direct comparison with the theory. However,
dielectric constant ,. As indicated in Fig. 2, the faces of the main features of the theoretical and experimental
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00 P,/ 0 the detector results in a baseline value (large I Py I) that
0.075 o is not zero. The null value for Py = 0 is actually lower
002015- ~than the baseline value.

SV. CONCLUSIONS
oat We have used the plane-wave scattering-matrix for-

Imulation to compute the response of a dipole detector to
a buried dielectric scatterer. The computations involve a

0 0 large number of evaluations of the scattering matrix of the
P,/A, buried rectangular box, but the evaluation of Sommerfeld

Fig. 3. Sweep curves for various offset distances P,. Parameters: h/X = integrals usually associated with antennas near an inter-
0.1 and d/X = 0.126. face [121 is avoided.

The numerical results in Figs. 3-5 indicate that the
oo . . . . . sweep curves are symmetrical and have a null directly over

d/z 003 the buried target. Experimental results in Fig. 6 show the
003 012 same qualitative features. The results in Fig. 5 show that
0 0 / 9, the detector should be !ocated as close as possible to the

o 0 earth for maximum response.
0.01 A number of extensions to this work would be useful.

I The importance of multiple reflections between the detec-
0 - . .. tor, the buried target, and the air-earth interface could be-03 -2 -0.1 0 01 02 03

P,/.\ studied using the complete formulation in [7]. Also, a
Fig. 4. Sweep curves for various target depths d. Parameters: h., = 0. 1 quantitative study of the errors caused by truncating the

and P. = 0. range of the horizontal wavenumbers k, and k. would be
useful for further numerical work. Larger dielectric tar-

o0 . gets with higher contrast could be treated and the effects
h/A o of target resonances [14] on the frequency response could

o07- be studied. Other antenna configurations could be ana-
'a 1lyzed and the effect of the ground on the input impedance

0.o could be studied as a function of antenna height [151. A
01 related problem is the effect of surface roughness and vol-

0.025 

-

o, 020 . ume clutter on the detector response. A more accurate ex-
0 - "  7 perimental study of the UHF detector over various earths

-0.3 -02 -0.1 0 0.1 0.2 03 and targets would also be very useful and would provide
P,/5f a more complete comparison with the theory.

Fig. 5. Sweep curves for various detector heights h. Parameters: dik -

0.126 and P, =0.
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APPENDIX VI.A BASIC Program to Print Out Values of Mu and Epsilon

ll0!Last Revision August 7, 1987 11:21
115!This program calculates the relative mu and epsilon of a
116! material from
120!S-parameter results obtained from the HP8510 network analyzer.
125!Written by Eric J. Vanzura (303) 497-5752 6/26/1987
130 GOSUB Init
135 GOSUB Load matrix
140 GOSUB Calc rotation
145 GOSUB Calc dielectric
150 GOSUB Print results
155 GOSUB Save results
160 GOTO End
165!
170! /I
175!
180 Init:!
185 OUTPUT KBD USING ";,K";"SCRATCH KEY"&CHR$(255)&CHR$(69)
190 DEG
195 OPTION BASE 1
200 INTEGER I,J,Use sll,Datacount,Bad number
205 REAL Samplelength,Li,L2,Rotl,Rot2,Lairline,Test
210 DIM TestS[160]
215 Datacount=201
220 Samplelength=.095 !METERS
225 Lairline=.0994
230 L2=.002
235 Ll=Lairline-Samplelength-L2
240 GOSUB Init expt
245 ALLOCATE A(Datacount,9),B(Datacount,2),LamO(Datacount),

Prompt$[40],Id$[40]
250 ALLOCATE OPTION Sll(Datacount),Sl2(Datacount),S21(Datacount),

S22(Datacount)
255 ALLOCATE OPTION Gaml(Datacount),Gam2(Datacount),

Gam(Datacount),K(Datacount),Lam(Datacount),T(Datacount)
260 ALLOCATE OPTION Mu(Datacount),Eps(Datacount)
265*
270 COM /Files/ Sourcedisk$[20],Diskout$[20],Diskdrive$[20],

Filename$[10
275 COM /Bugs/ INTEGER Bugl,Bug2,Bug3,Printer,Printer on
280 Printer=701
285 Printer on=0
290 Prty=VAL(SYSTEM$("SYSTEM PRIORITY"))+1
295 DISP CHR$(129);" DO YOU WANT TO USE (Sl,S21) DATA OR

(S22,S12) DATA? ";
300 DISP CHR$(128)
305 ON KEY 4 LABEL "Sll,S21 DATA",Prty GOSUB Usesll_yes
310 ON KEY 5 LABEL "S22,S12 DATA",Prty GOSUB Use sllno
315 Done=0
3?0 LOOP
325 EXIT IF Done
330 END LOOP
335 RETURN
340
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355 Init expt:!
360 Enter datacount:OUTPUT KBD USING "#,K";Datacount
365 LINPUT "ENTER number of frequencies in datafile",Test$
370 CALL Testreal(Test,Test$,51.,401.,Badnumber)
375 IF Bad number THEN GOTO Enter datacount
380 Datacount=INT(Test)
385 Enter airline:!
390 OUTPUT KBD USING "#,K";Lairline
395 LINPUT "ENTER length of airline (meters)",Test$
400 CALL Test real(Test,Test$,.01,.5,Bad number)
405 IF Bad number THEN GOTO Enter airline
410 Lairline=Test
415 Entersample:!
420 OUTPUT KBD USING "#,K";Samplelength
425 LINPUT "ENTER sample length (meters)",Test$
430 CALL Test real(Test,Test$,.001,Lairline,Bad number)
435 IF Bad number THEN GOTO Entersample
440 Samplelength=Test
445 Enter 11:!
450 OUTPUT KBD USING "#,K";Ll
455 LINPUT "ENTER distance from Port 1 interface to

sample (meters)",Test$
460 CALL Test real(Test,Test$,0.,.5,Badnumber)
465 IF Bad number THEN GOTO Enter_11
470 Ll=Test
475 Enter 12:!
480 OUTPUT KBD USING "#,K";L2
485 LINPUT "ENTER distance from Port 2 interface to

sample (meters)",Test$
486 CALL Test_real(Test,Test$,0.,.5,Badnumber)
490 IF Bad number THEN GOTO Enter_12
495 L2=Test
500 RETURN
505

515 !
520 Usesll_yes:OFF KEY
525 Use s11=l
530 Done=l
535 RETURN
540 1

550 !
555 Use sli no:OFF KEY
560 Use s11=0
565 Done=l
570 RETURN
575 !
580 /
585
590 Load matrix:!
595 PromptS="8510 S-PARAMETER DATA"
600 CALL Select disk(Prompt$)
605 CALL Enterfilename("CAT",Prompt$)
610 IF Filename$="" THEN
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615 CAT Diskdrive$
620 CALL Enterfilename("ABORT",Prompt$)
625 IF Filename$="" THEN
630 BEEP
635 DISP "PROGRAM ABORTED"
640 STOP
645 END IF
650 END IF
655 DISP CHR$(129);" GETTING DATA FROM DISK ";CHR$(128)
660 ASSIGN @Datapath TO Filename$&Diskdrive$
665 ENTER @Datapath;A(*)
670 ASSIGN @Datapath TO *

675 FOR 1=1 TO Datacount
680*
685*
690*
695*
700 NEXT I
705 IF Printer on THEN PRINTER IS Printer
710 PRINT "FREQ Sil S21 S22

S12"
715 FOR I=l TO Datacount STEP INT(Datacount/10)
720 PRINT USING "2D.2D,4X,4(2(SD.3D),2X)";A(I,1),SII(I),

S21(I),$22(I),SI2(I)
725 NEXT I
730 PRINTER IS 1
735 RETURN
740

750 1
755 CaIc rotation:!
760 DISP CHR$(129);" CALCULATING PHASE ROTATIONS L1=";Ll;" ";

CHR$(128)

765 FOR I=l TO Datacount
770 LamO(I)=.29979/A(I,l) !METERS
775 Rotl=360*Ll/LamO(I)
780 Rot2=360*L2/LamO(I)
785*
790*
795 Sll(I)=Sll(I)*(Phasel^2)
800 S21(I)=S21(I)*(Phasel*Phase2)
805 S12(I)=Sl2(I)*(Phasel*Phase2)
810 S22(I)=S22(I)*(Phase2^2)
815 NEXT I
820 DISP " SI1 AND S22 SHOULD NOW BE VERY CLOSE TO EQUAL ";

CHR$(128)
825 IF Printer on THEN PRINTER IS Printer
830 PRINT "FREQ (GHz) Sll S22

SII-S22 ANGLE(SII-S22)"
835 FOR I=l TO Datacount STEP INT(Datacount/30)
840*
845 NEXT I
846 PRINT " SlI AND S22 SHOULD NOW BE VERY CLOSE TO EQUAL ";

CHR$(128)
850 PRINTER IS 1
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8 V 0 E~~'

87)5 Cmc _di el.c(:tri&:
880 Cd: !
885 DISP ChkR$(129);" CALCULATING COMPLEX MU AND EPSILON "

CHR$ (128)
890 FOR 1=1 TO Datacount

IF tise sl THEN

1) 0 ELSE
910 K(I)=(S22(I)-2-S12(I)-2+1)/(2*S22(I))
915 END IF
'920k
925 A
930 IF ABS(Gainl(I))<l THEN
935 IF ABS(Gam2(I))<1 THEN
940 BEEP
945 DISP "GAM1(11;I;"1) AND GAM2(";I;") ARE BOTH LESS

THAN 1 !?11
950 PAUSE
955 ELSE
960 Gam(I)=Gam1(I)
965 END IF
970 ELSE
975 IF ABS(Gatn2(I))>1 THEN
980 BEEP
985 DISP "1GAM1("1;I;11) AND GAM2("1;I;"1) ARE BOTH

GREATER THAN 1 !?11
990 PAUSE
995 ELSE
1000 Gam(I)=Gam2(I)
1005 END IF
1010 END IF
1015 IF Use sl THEN
1020 T(I)=(Sll(I)+S21(I)-Gam(I))/(1-(Sll(I)+S21(I))*Gam(I))
1025 ELSE
1030 T(I)=(S22(I)+Sl2(I)-Gam(I))/(1-(S22(I)+Sl2(I))*Gam(I))
1035 END IF
1040*
1045 Mu(I) =LamO (I) * (+Gam(I) )/ (Lam(I) * (-Gam(I)))
1050 Eps(I)=Lam0(I)-2/(Lam(I) 2*Mu(I))
1055 NEXT I
1060 RETURN
1065!
1070! //////////////////////////////
1075!
1080 Print results:!
1085 Prty=VAL(SYSTEMS ("SYSTEM PRIORITY"1))+1
1090 DISP CHR$(129);" DO YOU WANT A PRINTOUT OF MU AND

EPSILON DATA? 11;CHR$(128)
1095 ON KEY 5 LABEL "PRINT TO SCREEN"1,Prty GOSUB Pint to screen
1100 ON KEY 7 LABEL "PRINT TO PRINTER"1,Prty GOSUB PinEt_printer
1105 ON KEY 6 LABEL "1NO"1,Prty GOSUB Done-return

6- (A4)



1110 Done=0
1115 LOOP
1120 EXIT IF Done
1125 END LOOP
1130 OFF KEY
1135 RETURN
1140!
1145!
1150!
1155 Prnt to screen:OFF KEY
1160 PRINTER IS 1
1165 GOSUB Prnt results
1170 RETURN
1175!
1180! /////////////////////////////////////////////////////////////
1185!
1190 Prnttoprinter:OFF KEY
1195 PRINTER IS Printer
1200 GOSUB Prnt results
1205 RETURN
1210!
1215! /////////////////////////////////////////////////////////////
1220!
1225 Prnt results:OFF KEY
1230 PRINT "Freq (GHz) Mu Epsilon"
1235 IF Printer on THEN
1240 FOR I=1 TO Datacount
1245 PRINT USING "2D.4D,2(4X,2(S3D.4D,2X))";A(I,1),

Mu(I) ,Eps(I)
1250 NEXT I
1255 ELSE
1260 FOR I=1 TO Datacount STEP INT(Datacount/20)
1265 PRINT USING "2D.4D,2(4X,2(S3D.4D,2X))";A(I,1),

Mu(I) ,Eps(I)
1270 NEXT I
1275 END IF
1280 PRINTER IS 1
1285 Done=1
1290 RETURN
1295!
1300!
1305!
1310 Save results:!
1315 FOR I=l TO Datacount
1320 B(I,1)=A(I,i)
1325 NEXT I
1330 Prty=VAL(SYSTEM$ ("SYSTEM PRIORITY") ) +1
1335 DISP "SAVE MU (PERMEABILTY) RESULTS?"
1340 ON KEY 5 LABEL "YES",Prty GOSUB Save mu
1345 ON KEY 6 LABEL "NO",Prty GOSUB Done return
1350 Done=0
1355 LOOP
1360 EXIT IF Done
1365 END LOOP
1370 OFF KEY
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1375 DISP "SAVE EPSILON (PERMITTIVITY) RESULTS?"
1380 ON KEY 5 LABEL "YES",Prty GOSUB Saveeps
1385 ON KEY 6 LABEL "NO",Prty GOSUB Done-return
1390 Done=0
1395 LOOP
1400 EXIT IF Done
1405 END LOOP
1410 OFF KEY
1415 RETURN
1420!
1425!
1430!
1435 Save mu:OFF KEY
1440 Prompt$="REAL PART OF MU RESULTS"
1445 CALL Select disk(Prompt$)
1450 IF Diskdrive$="NO DISK" THEN GOTO Save im mu
1455 Id$="" 

-

1460 CALL Enterid(Id$,Prompt$)
1465 IF Id$="" THEN GOTO Save im mu
1470 CALL Enterfilename("ABORT" ,Prompt$)
1475 IF Filename$="" THEN GOTO Save im mu
1480 FOR I=1 TO Datacount
1485*
1490 NEXT I
1495 CALL Save file(B(*),Datacount,Id$)
1500 PRINT "REAL PART OF MU SAVED"
1505 Save im mu:!
1510 Prompt$="IMAGINARY PART OF MU RESULTS"
1515 !CALL Select disk(Prompt$)
1520 IF Diskdrive$="NO DISK" THEN GOTO Save mu rtn
1525 !Id$= ''"'

1530 !CALL Enter id(Id$,Prompt$)
1535 IF Id$="" THEN GOTO Save mu rtn
1540 CALL Enterfilename ("ABORT",PromptS)
1545 IF Filename$="" THEN GOTO Save mu rtn
1550 FOR I=1 TO Datacount
1555*
1560 NEXT I
1565 CALL Save file(B(*),Datacount,Id$)
1570 PRINT "IMAGINARY PART OF MU SAVED"
1575 Save mu rtn:Done=l
1580 RETURN
1585!
1590! /////////////////////////////////////////////////////
1595!
1600 Save_eps:OFF KEY
1605 Prompt$="REAL PART OF EPSILON RESULTS"
1610 !CALL Select disk(Prompt$)
1615 IF Diskdrive$="NO DISK" THEN GOTO Save im eps
1620 !Id$=""
1625 !CALL Enter id(Id$,Prompt$)
1630 IF Id$="" THEN GOTO Save im eps
1635 CALL Enterfilename("ABORT",Prompt$)
1640 IF Filename$="" THEN GOTO Save im eps
1645 FOR I=1 TO Datacount
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1650*
1655 NEXT I
1660 CALL Save file(B(*),Datacount,Id$)

1665 PRINT "REAL PART OF EPSILON SAVED"

1670 Save im eps:!
1675 Prompt$="IMAGINARY PART OF EPSILON RESULTS"

1680 !CALL Select disk(Prompt$)
1685 IF Diskdrive$="NO DISK" THEN GOTO Saveep_rtn

1690 !Id$=""
1695 !CALL Enter id(Id$,Prompt$)
1700 IF Id$="" THEN GOTO Save eprtn
1705 CALL Enterfilename ("ABORT", Prompt$)
1710 IF Filename$= '''' THEN GOTO Save eprtn
1715 FOR I=1 TO Datacount
1720*
1725 NEXT I
1730 CALL Save file(B(*),Datacount,Id$)
1735 PRINT "IMAGINARY PART OF EPSILON SAVED"
1740 Save_eprtn:Done=l
1745 RETURN
1750!
1755! ////////////////////////////////////////////////////////////
1760!
1765 Done return:!
1770 Done=1
1775 RETURN
1780!
1785! ////////////////////////////////////////////////////////////
1790!
1795 End:!
1796 DISP "Program finished. Have a nice day."
1800 END
1805!
1810! ************************************************************
1815!
1820 SUB Enterfilename(Ac$,OPTIONAL PromptS)
1825 Enterfilename:
1830 COM /Files/ Sourcedisk$,Diskout$,Diskdrive$,Filename$
1835 INTEGER I,Ascii num
1840 DIM Test$[160]
1845 SELECT NPAR
1850 CASE 1
1855 DISP " ENTER the FILE NAME ";

1860 CASE 2
1865 DISP " ENTER the FILE NAME for ";Prompt$;
1870 END SELECT
1875 SELECT Ac$
1880 CASE "CAT"
1885 DISP " ... (ENTER alone to CAT) ";

1890 CASE "ABORT"
1895 DISP " ... (ENTER alone to ABORT) ";

1900 CASE "VALID"
1905 END SELECT
1910 LINPUT Test$
1915 Test$=TRIM$(TestS)
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1920 IF LEN (Teast$) =0 THEN
39J25 SELECT Ac$
39Th CASE "VALID"
1935 DISP "You MUST enter the FILE NAME now."
1940 BEEP
1945 WAIT 1.8
1950 GOTO Enterfilename
1955 CASE "ABORT"I"CAT"
1960 GOTO Abortline
1965 CASE ELSE
_970 DISP "Ac$=";Ac$;" in SUB Enterfilename"
1975 BEEP
1980 PAUSE
1985 END SELECT
1-990 END IF
1995 IF LEN(Test$)>10 THEN
2000 BEEP
2005 DISP "ERROR in NAME ENTRY--up to -0 chars, you have ";
2010 DISP LEN(Test$);" "

2015 WAIT 1.8
2020 OUTPUT 2 USING "#,K,K";"?#";Test$
2025 GOTO Enterfilename
2030 END IF
2035 Filename$=Test$
2040 FOR I=1 TO LEN(Filename$)
2045 Asciinum=NUM(Filename$[I])
2050 SELECT Ascii num
2055 CASE 65 TO 90,95,97 TO 122,48 TO 57
2060 !Allowed characters
2065 CASE ELSE
2070 BEEP
2075 DISP "ERROR in NAME ENTRY--ILLEGAL CHARACTERS,

TRY AGAIN."
2080 WAIT 1.8
2085 OUTPUT 2 USING "#,K,K";" ?#";Filename$
2090 GOTO Enterfilename
2095 END SELECT
2100 NEXT I
2105 SUBEXIT
2110 Abortline:Filename$=""
2115 SUBEXIT
2120 SUBEND
2125 1
2130 *
2135
2140 SUB Select disk(OPTIONAL PromptS)
2145 Select disk:OFF KEY
2150 COM /Files/ Sourcedisk$,Diskout$,Diskdrive$,Filename$
2155 INTEGER Prty
2160 Prty=VAL(SYSTEM$ ("SYSTEM PRIORITY"))+1
2165 IF NPAR=1 THEN
2170 DISP " SELECT DISK DRIVE for ";PromptS;" ... NO

DISK to abort. "
2175 ELSE
2180 DISP " SELECT DISK DRIVE .... NO DISK to abort. "
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2185 END IF
2190 ON KEY 0 LABEL "NO DISK"1,Prty GOSUB No disk
2195 ON KEY 1 LABEL "19133H VO _V1"1,Prty GO§UB Hard9l33hO
2200 ON KEY 11,Prty GOSUB Hard9l33hl
2205 ON KEY 2 LABEL "19133H Floppy",Prty GOSUB Floppy9l33h
2210 ON KEY 3 LABEL "19133XV Hard",Prty GOSUB Hard9l33xv
2215 ON KEY 4 LABEL "19133XV Floppy",Prty COSUB Floppy9l33x
2220 IF Sys id$[1,4]<>"IS300"1 THEN
2225 ON KEY 5 LABEL "LEFT Internal",Prty GOSUB Left internal
2230 ON KEY 6 ]LABEL "RIGHT Internal",Prty GOSUB Right internal
2235 END IF
2240 ON KEY 7 LABEL "19125 Floppy",Prty GOSUB Floppy9l25
2245 ON KEY 8 LABEL "19122 Left",Prty GOSUB Floppy91221
2250 ON KEY 9 LABEL "19122 Right",Prty GOSUB Floppy9122r
2255 LOOP
2260 EXIT IF Done
2265 END LOOP
2270 SUBEXIT
2275 Left-internal:Diskdrive$=":HP9153,700,0"1
2280 GOTO Diskselected
2285 Right_internal :Diskdrive$=":INTERNAL, 4,0"1
2290 GOTO Diskselected
2295 Hard9l33xv:Diskdrive$=":HP9133,700,0"1
2300 GOTO Diskselected
2305 Floppy9lJ3x:Diskdrive$=":HP9133,702,0"1
2310 GOTO Diskselected
2315 Hard9133hO:Diskdrive$=": ,700,0,0"I
2320 GOTO Diskselected
2325 Hard9133hl:Diskdrive$=": ,700,0,1"I
2330 GOTO Diskselected
2335 Floppy9l33h:Diskdrive$=": ,700,l"1
2340 GOTO Diskselected
2345 Floppy9l22r:Diskdrive$=": ,707,1"1
2350 GOTO Diskselected
2355 Floppy9l22l:Diskdrive$=": 1707,0"1
2360 GOTO Diskselected
2365 Floppy9125:Diskdrive$=": ,704,0"1
2370 GOTO Diskselected
2375 No disk:Diskdrive$=1"NO DISK"
2380 Diskselected:OFF KEY
2385 Done=1
2390 RETURN
2395 SUBEND
2400
2405
2410
2415 SUB Enter id(Id$,OPTIONAL Return_test$)
2420 Enter-id:!
2425 1
2430 !LAST REVISION 30/SEPT/86
2435 OPTION BASE 1
2440 CON /Bugs/ INTEGER Bugl,Bug2,Bug3,Printer,Printer on
2445
2450 DIM Test$(160]
2455 INTEGER N
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2460 N=LEN (Id$)
2465 Test$=Id$
2470 SELECT Id$
2475 CASE ""

2480 !OUTPUT NOTHING
2485 CASE ELSE
2490 OUTPUT 2 USING "K,#";Test$
2495 END SELECT
2500 SELECT NPAR
2505 CASE 1 !NO Returntest$ given
2510 DISP CHR$(129);"Please ENTER a description (<= 40 chrs).";
2515 DISP CHR$(128);
2520 CASE ELSE
2525 DISP CHR$(129);"Please ENTER a description (<= 40 chrs) ";

2530 DISP CHR$(128);
2535 SELECT ReturntestS
2540 CASE Id$
2545 DISP " for THIS ID";
2550 CASE "ABORT"
2555 DISP " CLR LN/ ENTER to ABORT."
2560 CASE ELSE
2565 DISP " for ";Returntest$;
2570 END SELECT
2575 END SELECT
2580 LINPUT Tests
2585 DISP ""

2590 Test$=TRIM$(Test$)
2595 N=LEN(Test$)
2600 SELECT N
2605 CASE >40
2610 DISP "Length of dataid$ too long. You entered ";N;
2615 DISP " characters. Try again."
2620 BEEP
2625 WAIT 1.5
2630 IF NPAR=2 THEN
2635 IF Id$<>Return tests THEN
2640 OUTPUT 2 USING "#,K";Test$
2645 END IF
2650 END IF
2655 GOTO Enter id
2660 CASE =0
2665 IF NPAR>1 THEN
2670 IF Return test$="ABORT" THEN
2675 Id$=Test$ !=""

2680 SUBEXIT
2685 END IF
2690 END IF
2695 DISP "You must ENTER SOMETHING or you'll ";
2700 DISP "never get out of this."
2705 BEEP 1000,.3
2710 WAIT 1.8
2715 GOTO Enter id
2720 CASE ELSE
2725 !Everything ok
2730 END SELECT
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2735 Id$=Test$
2740 SUBEND
2745
2750 !
2755 1
2760 SUB Save file(T f(*),INTEGER Datacount,Id$)
2765 Save file: I
2770 COM /Files/ Sourcedisk$,Diskout$,Diskdrive$,Filename$
2775 ON ERROR CALL Errortrap
2780 Diskspace=INT((3500+(Datacount*16))/256)+1
2785 CREATE BDAT Filename$&Diskdrive$,Diskspace,256
2790! CREATE ASCII Filename$&Diskdrive$,Diskspace*2
2795 ASSIGN @Datapath TO Filename$&Diskdrive$
2800 OUTPUT @Datapath;"N"
2805 OUTPUT @Datapath;TRIM$(Id$)
2810 OUTPUT @Datapath;Datacount
2815 OUTPUT @Datapath;Datacount
2820 OUTPUT @Datapath;T f(*)
2825 ASSIGN @Datapath TO *
2830 OFF ERROR
2835 SUBEND
2840!
2845! ************************************************************
2850!
2855 SUB Errortrap
2860 Errortrap: !Trap disk errors here
2865 COM /Files/ Sourcedisk$,Diskout$,Diskdrive$,Filename$
2870 DIM File$[20],Test$[160],What$[20],Ac$[5]
2875 BEEP 400,.6
2880 SELECT ERRN
2885 CASE 54
2890 DISP "DUPLICATE FILE NAME: ";Filename$;
2895 DISP " .... PURGE old one? (Y/N)";
2900 LINPUT What$
2905 SELECT What$[1,l]
2910 CASE "Y", "y"
2915 PURGE Filename$&Diskdrive$
2920 CASE ELSE
2925 Ac$="VALID"
2930 Prompt$=""
2935 CALL Enterfilename(Ac$)
2940 END SELECT
2945 CASE 52,53
2950 DISP "Improper FILE NAME --- ENTER NEW FILE NAME";
2955 OUTPUT 2 USING "#,K,K";?#";Fi)ename$
2960 LINPUT Filename$
2965 Filename$=TRIM$(Filename$)
2970 CASE 56
2975 DISP "FILE: ";Filename$;" is not on this disk,

please insert";
2980 DISP " correct disk"
2985 PAUSE
2990 CASE 64
2995 DISP "This disk is full, PLEASE insert clean disk"
3000 PAUSE
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3005 CASE 56
3010 DISP "DATA INPUT disk must be in drive!! ";
3015 DISP "...CONTTMUE when ready."
3020 PAUSE
3025 CASE 72,73,76
3030 DISP Diskdrive$;
3035 DISP " is not available, type correct";
3040 DISP " unit specifier (ie. ':,707,0').";
3045 OUTPUT 2 USING "K,#";Diskdrive$
3050 LINPUT Diskdrive$
3055 CASE 80
3060 DISP "CHECK DISK drive door!"
3065 PAUSE
3070 CASE ELSE
3075 DISP ERRM$;" 'CONTINUE' when fixed"
3080 PAUSE
3085 END SELECT
3090 DISP CHR$(12)
3095 SUBEXIT
3100 SUBEND
3±05
3110 ! ************************************************************
3115 !
3120 SUB Testreal(Test,Test$,Low,High,INTEGER Badnumber)
3125 Test real:!
3130 Bad number=0
3135 ON ERROR GOSUB Trapbad number
3140 IF Bad number THEN RETURN
3145 Test=VAL(TRIM$(Test$))
3150 OFF ERROR
3155 SELECT Test
3160 CASE <Low
3165 BEEP 1000,.3
3170 DISP " Number entered is TOO LOW. ";
3175 DISP " LOWEST allowable number is ";Low
3180 WAIT 2.1
3185 Bad number=l
3190 CASE >High
3195 BEEP 1000,.3
3200 DISP " Number entered is TOO HIGH. "
3205 DISP " HIGHEST allowable number is ";High
3210 WAIT 2.1
3215 Bad number=l
3220 CASE ELSE
3225 Bad number=0
3230 ! Number within limits
3235 END SELECT
3240 SUBEXIT
3245!
3250! ////////////////////////////////////////////////////////////
3255
3260 Trapbadnumber:!
3265 SELECT ERRN
3270 CASE 15,32
3275 DISP CHR$(129);"What you ENTERED is not a number! Try again. ";
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3280 DISP CHR$(128)
3285 Bad number=1
3290 WAIT 1.7
3295 LlNPOT "Please ENTER the number you wish",Test$
3300 CASE ELSE
3305 DISP ERRN,ERRM$
3310 BEEP 850,.5
3315 Bad number=1
3320 PAUSE
3325 END SELECT
3330 RETURN
3335 SUBEND
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Appendix VI B: Automatic Network Analyzer E and p Measurement System

The ANA approach is based on inverting the measured reflection S,1 and

transmission S21 from and through a section of material filled air line.

These are then inverted to determine E and I. The analysis is straightforward

and is repeated here for convenience. We follow the notation used in

[HP Ap Note].

In terms of the normal plane wave reflection (F) and transmission (T)

coefficients, S1, and $21 are given by

S11(w) - (I T2)r 6-(BI)1 T 2 r2

1 r )

and S21(U) ( ( 2)T 1 - TP

where 0 Z

0

and T = e- d 6-(B2)

Inverting (Bl) yields r = K + (K2 - 1)

where K - {S, 1(w) - S2(w)} + 1
where(K) '6-(B3)

and T (S 11 (W) + S21 (w)) - r

1 (S 1 1 (w) + S21(W) )r

6-(Bl)



(2) We find that -( )

~I l( f r ~ = - ( k od T Y .6 - ( B 4 ~)

I t [ci lows thaIt 
-(Y/X)"'

a nd Ar -(xy)
1

6-0~2)
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